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UDC 538.958, 541.143

E. Alikhaidarova*, E. Seliverstova, N. Ibrayev

Institute of Molecular Nanophotonics, Karaganda University of the name of academician E.A. Buketov, Karaganda, Kazakhstan
(*E-mail: alikhaidarova@mail.ru)

Effect of Silver Nanoparticles on the Optoelectronic Properties of Graphene
Oxide Films

The effect of Ag nanoparticles (NPs) on the optical and optoelectronic properties of films based on graphene
oxide has been studied. In the presence of Ag NPs, the morphology, as well as the thickness of graphene oxide
films, were not changed. When Ag NPs were added, a change in the shape and position of the absorption bands
and Raman spectra of graphene oxide was observed. It is shown that with the addition of Ag NPs, the G band
of graphene oxide shifts to low frequencies, which may be the result of the absence of separate double bonds,
while the Ip/lc ratio was not changed, as did the number of Gr layers. In the absorption spectrum of the films,
along with the absorption band of graphene oxide, a shoulder was registered, which can be associated with the
absorption of Ag NPs. The optical density of Gr films with plasmonic NPs is higher than without them.
Measurements of the optoelectronic characteristics showed that, in the presence of Ag NPs, an increase in the
values of the photocurrent of graphene oxide is observed. The sensitivity of graphene oxide films was increased
by almost 20 times when plasmonic NPs were added to them, and the detection ability increased by 25 times.
The results obtained can be used in the development of new photosensitive devices for optoelectronic and
photocatalytic applications.

Keywords: graphene oxide, silver nanoparticles, plasmon, properties, absorption, Raman spectra,
optoelectronic properties, photodetectors.

Introduction

Graphene is one of the most widely used ultrathin two-dimensional materials that have had a huge impact
on supercapacitors, biosensors [1] and is used in the development of optoelectronics [2], photovoltaics [3], and
photocatalysis [4] devices. Graphene with surface oxygen-containing groups is called graphene oxide.
Graphene oxide and its modifications, in contrast to graphene, are a more convenient material for researchers,
since it is easy to obtain and use for practical purposes. Graphene oxide (GO) is rich in oxygen-containing
functional groups such as carboxyl, hydroxyl, epoxy and carbonyl on its surface and edges compared to
graphene, which improves solubility and provides many reactive sites for further functioning [5, 6].
Meanwhile, graphene oxide saves the characteristics of graphene. Thus, graphene oxide has great potential for
applications [7].

In recent years, long-range photodetectors have attracted wide interest due to their large civilian and
military applications, including biological and chemical analysis, environmental monitoring, remote control,
and missile launch detection [8, 9]. Ultraviolet photodetectors are usually made from wide-gap semiconductor
materials or from graphene nanostructures. Photodetectors based on graphene have a number of advantages,
such as better efficiency of charge-transport processes and low cost [10, 11, 12]. However, photovoltaic
devices based on graphene and graphene oxide has limitation lies in their low sensitivity.

6 BecTHuk KaparaHauHckoro yHnBepcuTeTa
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The introduction of plasmonic silver nanoparticles into graphene layers will make it possible to overcome
this limitation. It is known that the inclusion of metallic nanostructures in graphene enhances the light—
substance interaction [13]. Recently, plasmonic nanostructures have been used for surface enhanced Raman
spectroscopy (SERS), single molecule spectroscopy, improved photodetection, photovoltaics, and light
emitting devices. Near-field enhancement of the photoconversion efficiency in graphene was demonstrated by
placing Au nanostructures on the surface of a graphene sheet [13]. This approach has also been reported to
provide better spectral sensitivity, which enables multicolor photodetection [14].

The amplification of the photocurrent in graphene-Ag hybrid devices is the result of the amplification of
graphene electronic vibrations in the near field, as well as the scattering effect of Ag nanoparticles [15]. In
addition, scattering from Ag NPs can also play a vital role in increasing the photocurrent, which is similar to
the plasmon enhancement effect observed in a nanoantenna-based optical photodetector [16]. The results of
the review clearly demonstrate that Ag nanoparticles embedded in graphene with several layers can be an
active material to improve the interaction of light and matter. Thus, new hybrid 2D plasmonic nanostructures
may be very attractive for future graphene-based optoelectronic devices.

In this work, the effect of silver nanoparticles on the optoelectronic properties of graphene oxide films
prepared by the method of airbrush spraying was studied. This method makes it possible to obtain graphene
films of a larger area with less time spent, which can be used in practical applications.

Experimental

To obtain films, single layer graphene oxide (SLGO, Cheaptubes) was dispersed in deionized water in an
ultrasonic bath for 30 minutes. The Gr concentration in solutions was equal to 2 mg/mL. To remove large
particles, the dispersions were centrifuged at 3000 rpm.

Ag nanoparticles (NPs) were synthesized by laser ablation using a Nd: YAG laser with Agen=532 nm,
Touse=10 NS, and Epuse~16 J/cm? [17]. The ablation time was equal to 10 minutes. The height of the ablated
liquid was equal to 0.8 cm. The average NPs diameter determined by dynamic light scattering (Nanosizer S90,
Malvern) was equal to 18+5 nm. NPs were added to the prepared dispersion of graphene oxide at a
concentration of 1022 mol/L.

The films were deposited with a graphic airbrush with a nozzle diameter of 0.9 mm. The distance from
the airbrush to the substrate surface was equal to 15.5 cm. The thickness of the films was 25 layers. The
resulting films were dried at 80 °C in a drying oven for at least 3 hours to completely remove the solvent. In
the study of optoelectronic properties, FTO coated glasses (fluorine-doped tin oxide, ~7 Q/sq, Sigma-Aldrich)
were used.

The structural and morphological properties of the prepared films were studied using a Mira 3 LMU
(Tescan) scanning electron microscope (SEM).

Absorption spectra were measured using a Cary 300 spectrometer (Agilent). The Raman spectra were recorded
using a Confotec MR520 microscope (Sol Instruments) with laser excitation at a wavelength of 632.8 nm.

Measurements of the current-voltage characteristics (CVC) of the prepared samples were carried out
using an Elins P-20X (Elins) potentiostat-galvanostat when the samples were irradiated with Xe lamp with 35
mW/cm?.

FTO glasses were used to assemble the photodetector. On the surface of the substrates, interdigitated
tracks were cut out using a BLS0503MM (Bodor) laser scribing machine. The distance between the tracks is
1.5 mm, the length of the tracks is 10 mm. The view of the photodetector can be found in [18].

Results and Discussion

The study of the structure on SEM (Tescan Mira-3) showed that when Gr is deposited, an islet film is
formed (Fig. 1).

10 Iayrs 20 layers
Figure 1. SEM images of Gr films obtained by airbrushing
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In this case, the image clearly shows multilayer particles located on the periphery of the sprayed film.
With an increase in the number of sprayed layers, the film occupies a larger area and is more uniform. The
SEM images (right) recorded with a reflected electron detector (BSE) show that as the number of layers
increases the number of multilayer particles also grow. The structure of Gr+Ag NPs films does not differ from
that for films with graphene oxide due to the fact that the concentration of plasmon NPs in them is too low.

To study the optical properties of the prepared films, the spectra shown in Figure 2 were obtained. A band
with a maximum at about 230 nm is observed in the absorption spectrum of the films. It is known that the
absorption band at 230 nm is formed by transitions between mr*—nature orbitals in aromatic C—C bonds [18,
19]. The addition of silver NPs did not practically change the optical density at the maximum. A shoulder that
is observed at 350 nm, can be associated with the absorption of Ag NPs. The maximum absorption spectrum
of plasmonic NPs exhibits at 400 nm. In the wavelength range from 350 to 600 nm, the optical density of Gr
films with plasmon NPs is higher than without them.

F0.6

0.3

s . : 0,0
200 300 400 500 600
A, Nm

Figure 2. Absorption spectra of Gr films deposited by airbrushing with the addition of Ag NPs

The plasmonic effect of Ag NPs also leads to an increase in the intensity of Raman scattering of Gr films
(Fig. 3). In the Raman spectra of Gr film, the G band exhibits at 1595-1605 cm™ and it is shifted to higher
frequencies compared to the position of this band (1581 cm™?) in graphite [20].
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Figure 3. Raman spectra of Gr films deposited by airbrushing with the addition of Ag NPs

The Raman spectrum of Gr films also contains a D band at about 1360 cm, which characterizes the
degree of defectiveness, and a 2D band in the region of about 2700-2900 cm™* is clearly distinguishable, which
indicates the possible presence of disordered regions in the structure of the synthesized Gr films. As can be
seen from the data (Table 1), with the addition of Ag NPs, the G-band of graphene oxide shifts to the low-
frequency region, which may be the result of the absence of individual double bonds that resonate at higher
frequencies [21]. At the same time, the Ip/ls ratio did not change, as the number of Gr layers, which can be
obtained from the o/l value [21]. However, the value of this parameter indicates that the number of layers
in Gr in the films under study varies from 4 to 8.

8 BecTHuk KaparaHauHckoro yHnBepcuTeTa



Effect of Silver Nanoparticles on the Optoelectronic Properties...

Table 1
Position and intensity of Raman bands of Gr films with Ag NPs
Sample D, cm™! l, a.u. G,cm? l, a.u. Io/lg 2D, cm? I, a.u. lo/ls
Gr 1350 18940 1600 19923 0.95 2733 8910 0.45
Gr +Ag 1355 22203 1598 23346 0.95 2740 10588 0.45

The optoelectronic properties of graphene oxide films were studied by measuring the current-voltage
characteristics (CVC) of the films under study, as well as by determining the photocurrent Iy, sensitivity R,
and detectivity D* of the obtained films according to the procedure of [18].

The current-voltage characteristics of the prepared samples were measured both at a positive voltage bias
(up to +30 V) and at negative values — up to -30 V. The I(U) dependence curves have a non-linear shape. In
this case, even in the absence of illumination of the samples, currents are recorded. The values of the generated
photocurrent Iy, of the detector, shown in Table 2, were estimated from the difference between the dark and
light values of I.

The maximum photocurrent value recorded for graphene oxide without plasmonic NPs is equal to 10 nA
(at +25 V), while at a reverse polarity voltage it is only 0.048 nA. The I values for films based on Gr+Ag
NPs are almost 20 times higher. It can be seen that both dark and light currents increased almost proportionally

(Fig. 4).
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Figure 4. 1 — V characteristics of Gr films without (1, 2) and with Ag NPs (3, 4): 1.3 — light; 2.4 — dark curves

Table 2
Optoelectronic parameters of Gr-based films
Sample Ipn, nA at + 25V Ipn, pA at 25V R, AIW D*, Jones
Gr 10 0.048 2.86:107 0.12-107
Gr+Ag 196 0.120 56-107 3.01-107

When evaluating the responsivity R of the prepared films, the formula R = I,w/P was used, where P is the
power of the incident light. From Table 2, it can be seen that the responsivity of graphene oxide films increased
significantly (almost 20 times) with the addition of plasmon NPs to them.

Further, the specific detectivity D* of the prepared samples was estimated, which determines the ability
of the device to detect weak light signals and can be determined from expression (1) [22, 23]:

RA1/2
dark

where R is the responsivity of the films, A is the illuminated area of the sample, e is the modulus of the
electron charge, Idark is the value of the dark current at +25 V.

Calculations showed that the specific detectivity of Gr films is equal to 1.2:10° Jones, while in the
presence of silver NPs D* increased 25 times and is equal to 3.01-107 Jones. It can be explained by the fact
that, for pure Gr films, the value of the calculated sensitivity of the films is almost the same time smaller.
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Comparing the results obtained with other authors, it can be noted that values of the R and D* parameters
for pure Gr films are very small and differ by an order of magnitude from the values of [23, 24], where graphene
oxide was used to prepare photodetectors. However, it can be noted that, in this work, graphene oxide films
were deposited by dip-coating and were subjected to further high-temperature annealing, which, as is known
from our studies [25], leads to partial reduction of graphene oxide and removal of oxygen-containing groups.
As a result, the charge-transport characteristics of graphene oxide films also increase. However, the
optoelectronic characteristics of graphene oxide films can be increased due to the plasmon effect of Ag NPs.
Moreover, their value is comparable to the values obtained by other groups for both Gr and pure graphene
[23]. The enhancement of the photocurrent can be explained both by the enhancement of the electric field near
Ag NPs [26], [27] and by the scattering of light by silver NPs. This field can increase the absorption of the Gr
films in the visible region of the spectrum [27].

Conclusions

Films based on graphene oxide and plasmonic NPs have been synthesized. It is shown that in the presence
of Ag NPs, the morphology, as well as the thickness of graphene oxide films, does not change. When Ag NPs
were added, a change in the shape and position of the absorption bands and Raman spectra of graphene oxide
was observed. In particular, with the addition of Ag NPs, the G band of graphene oxide is shifted to low
frequencies, which may be the result of the absence of individual double bonds. At the same time, the Ip/lc
ratio did not change, as did the number of Gr layers. In the absorption spectrum of the films, along with the
absorption band of graphene oxide, a shoulder was registered, which can be associated with the absorption of
Ag NPs. The optical density of Gr films with plasmonic NPs is higher than without them.

Measurements of the optoelectronic characteristics showed that, in the presence of Ag NPs, an increase
in the values of the photocurrent of graphene oxide is observed. The sensitivity of graphene oxide films
increased by almost 20 times when plasmonic NPs were added to them. The detectivity of Gr films is equal to
1.2-10° Jones, whereas in the presence of LPR silver NPs D* increased by 25 times and is equal to 3.01-107
Jones. The enhancement of the photocurrent can be explained both by the enhancement of the electric field
near the Ag NPs and by the scattering of light by silver NPs.

The results obtained can be used in the development of new photosensitive devices for optoelectronic and
photocatalytic applications.
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0. Anuxaitmapoa, E. CenuBepctoBa, H. UGpaes

Kymic HaHoOe1mekTepiHiH rpadeH oKCuai NIeHKAJIAPbIHbIH
ONTOJIEKTPOH/ABIK KacHeTTepiHe dcepi

Ag wnanoGemmekrtepiniH (HB) rpaden okcual Heri3iHeri IUIGHKalapblHBIH  ONTHKAIBIK JKOHE
OMNTORJIEKTPOHABIK KacueTTepine acepi 3eprrenai. I'paden okeuni kypambinaa Ag HB 6ap mieHkamapbIHBIH
MOP(OJIOTHACH MEH KalmbIHABIFBI e3repmeiini. Ag Hb kockanna rpaden oxcuninig Paman-cnexTprepiHig
MIIIiHI MEH XKYTBUTY JKOJIAKTapBIHBIH e3repici Oaiikanansl. Ag Hb-HiH KocbuFaH ke3ze rpadeH okcuninia G-
JKOJIaFbl TOMEH IKHMIUTIKTEpPre AaybICaTBIHBI KOPCETUIreH, Oyl jkKeke KOoC OalaHBICTBHIH OO0JIMayBIHBIH
HOTIKeciHae Oomybl MyMmKiH, an Gr kabarrapbiHbIH caHbIMEeH Koca Ip/lc KaTelHaCBI Ja e3repMercH.
[InenkamapaplH JKYTBUIy CHEKTpiHAe rpadeH OKCHAIHIH IKYThUly crekTpiepimMeH katap, Ag HB-Hig
KYTBUTybIHa OaiiTaHbICTBl OOJMyBl MYMKiH HiH Tipkendi. Gr IJICHKaNapbIHBIH ONTHKAJBIK THIFBI3ABIFbI
ma3Mouablk HB xocnaranra kaparanja sxoraps! 6051761 ONTO3IEKTPOH/IBIK CUITATTaMalapAbl OISy Ke3iHae
Ag HbB xocbutran rpadeH okcuaiHiH GOTOTOK MOHAEPIHIH KOFapbulaybl OaiKaltaThIHBIH KepceTTi. I paden
OKCHJIi TUICHKAJIAPBIHBIH Ce3IMTaNABIFEl oapra miasMouaslKk HB kockutran kesne 20 ece, al JeTEKTOPIIBIK
Kabineti 25 ece ocTi. AJBIHFAaH HOTIKEJIEPIl OTITOAIEKTPOH B XKoHE (POTOKATATMTUKAIBIK KOChIMIIIAap YIIiH
JKaHa JKapbIKKace3iMTall jkaHa KYpbUIFbLIAP/IbI XKacay/1a naiiananyra 6omapl.

Kinm ces3dep: TpadeH okcupi, KyMic HaHOOOIIIEKTEpi, MIa3MOH, KacuerTepi, >kyTbury, KU cmekrpinepi,
OIITOAIEKTPOH/IBIK KacHeTTep, poTomeTeKTopiap.
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3. Anuxaiinaposa, E. CenuBepcroBa, H. 16paes

Bansinue HaHOYACTHI cepedpa HA ONTOYIEKTPOHHbIE CBOIICTBA
IUICHOK OKCH/a rpadeHa

Wzyueno Bmustane Hanowactun (HY) AQ Ha onTHyeckue M ONTOIEKTPOHHBIE CBOMCTBA IUICHOK HAa OCHOBE
okcunma rpadena. B mpucyrctBun HY AgQ mopdonorusi, kak ¥ TONIIHMHA IJICHOK OKcHAa rpadeHa, He
u3Mensiercs. [Ipu notasnennn HY Ag nabmonaercs u3MeHeHHe (GOPMBI U ITOJIOKEHHUS [IOJIOC MOTJIOLICHUS U
Paman-cniektpoB okcuma rpadena. Ilokazano, uro ¢ mobasnenmem HY Ag G-mojnoca okcuaa rpadena
CZIBUTaeTCs B 00JIaCTh HU3KUX YACTOT, YTO MOKET OBITh PE3YIbTaTOM OTCYTCTBHSI OT/ICIbHBIX JBOHHBIX CBSI3EH,
npu 3ToM cooTHotenue Io/lc He n3MeHMIOCh, KaK U KOJIn4ecTBO cinoeB Gr. B crekTpe MoriomeH s MIeHOK,
Hapsly ¢ MOJOCOW MOTJOIEHUs OKcHaa rpadeHa, 3aperncTpupoBaHO IUIEYO, KOTOpPOE€ MOXKET OBITH
accoruupoBano ¢ noriomenneM HY Ag. OnTudeckas IimoTHOCTH ieHOK Gr ¢ mna3monabiMua HY Beimie, uem
6e3 HuX. V3MepeHHs ONTORIEKTPOHHEIX XapaKTepHCTHK MOoKa3aid, 4To B npucytctBun HU Ag Habmronaercs
pocT 3HadeHUH (HoTOTOKa oKcrzaa rpadeHa. UyBCTBUTENEHOCTh INICHOK OKCHAA Tpad)eHa YBEIHIMIACH TOYTH
B 20 pa3 mpu no0aBneHny B HUX ma3MoHHBIX HY, a nerextupyromas cnocodHocts — B 25 pas. [lomydeHHble
pe3ysbTaThl MOTYT OBITh HCIIOIB30BAHBI NMPU Pa3pabOTKE HOBBIX CBETOUYBCTBUTEIBHBIX YCTPOMCTB IS
OMNITORJIEKTPOHHBIX U (POTOKATATUTHIECKUX MPUIOKEHHUH.

Kniouesvie cnosa: oxcup rpadena, HaHOYACTHIBI cepedpa, IUTa3MOH, CBOMCTBA, IMOTJIOIIEHHE, crieKTpel KP,
OTITO3JIEKTPOHHBIC CBOICTBA, (HOTOICTEKTOPHI.
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Effect of WS> nanoparticles on the current-voltage characteristics
of a polymer solar cell

The paper presents the results of studies of the effect of tungsten disulfide nanoparticles on the optical and
electrotransport characteristics of PEDOT: PSS thin films in polymer solar cells. Tungsten disulfide (WS2)
nanoparticles were obtained by laser ablation in isopropyl alcohol. The average size of nanoparticles were
determined by dynamic light scattering and is ~38 nm. The concentration of WS: nanoparticles in the solution
was calculated based on the density of the WS: substance. The absorption spectrum of nanoparticles in
isopropyl alcohol has been measured. Two bands are observed in 500-900 nm regions, which are associated
with direct exciton transitions Al and B1 in two-dimensional transition metal dichalcogenides with 2H phase.
WS:2 nanoparticles were added in PEDOT: PSS solution and thin films were deposited from the prepared
solution by spin-coating. PEDOT: PSS thin films doped with WS> were studied by atomic force microscopy
(AFM). The arithmetic mean deviation of the surface roughness (Ra) was estimated. Doping with WSz
nanoparticles leads to the increase in Ra of PEDOT: PSS thin films. The optical absorption spectra of doped
films have been measured. Also, doping PEDOT: PSS with WS; nanoparticles results in a long-wavelength
shift of the PEDOT absorption maximum. The optimal concentration of WS> nanoparticles for the preparation
of doped PEDOT: PSS thin films is determined, at which the film resistance decreases by almost 2 times, the
recombination resistance of charge carriers increases by 4.7 times, and the efficiency of the polymer solar cell
increases to 1.94 %.

Keywords: PEDOT: PSS, WS: nanoparticles, hole-transport layer, surface morphology, absorption spectra,
impedance spectroscopy, organic solar cell, volt-ampere characteristics.

Introduction

In the last decade, organic solar cells (OSCs) have been widely developed due to their low cost, ease of
fabrication, technology flexibility, large-scale production, and wide choice of materials. The power conversion
efficiency of OSCs has now exceeded 18 % [1-4]. The boost of OSCs performance is attributed to the
development of new materials for photoactive layers and due to the optimization of the film morphology [5-
9]. However, the characteristics of a hole-transport layer, which extracts holes from the photoactive layer and
deliver them to external electrodes, plays an important role in improving the PCE of the OSC [10-15].

Among hole-transport materials, the conjugated polymer poly(3,4-ethylenedioxythiophene): poly(4-
styrenesulfonate) (PEDOT: PSS) is the most widely used hole-transport layer (HTL) in OSCs due to its
excellent water solubility and high conductivity [16]. The analysis of previous works has shown that the reason
for the low performance of organic solar cells with a PEDOT: PSS HTL is the presence of defects at the
interface with the photoactive layer. As results, poor hole injection and severe recombination processes occurs
in OCSs. To solve this problem, researchers have proposed various methods for modifying and introducing
additives into PEDOT: PSS [17-24].

Two-dimensional transition metal dichalcogenides are used as such additives. They have attracted the
attention of researchers due to their adjustable band gap and high carrier mobility [25, 26]. Due to the special
single layer structure of WS;, unshared pairs of electrons of the S atom can carry out fast transport, thereby
increasing the mobility of charge carriers [3, 27]. These advantages allow us to consider them as promising
materials for composite photovoltaic cells [28-31].

In this work, we have developed a completely new highly efficient composite hole-transport layer:
PEDOT: PSS: NP WS,. doped with WS, nanoparticles, which increased the efficiency of the organic solar cell
by 1.8 times.
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Experimental

The following materials were used in this work: PEDOT: PSS (1 %, Ossila Al4083), WS, (pure > 99 %,
Borun Chemicals), P3HT (pure 97.6 %, Ossila), PC61BM (pure > 99 %, Ossila). The structural formulas of
the chemicals are shown in Figure 1. The cleaning of the substrates was carried out according to the procedure
described in [32]. Nanoparticles were fabricated by laser ablation of the WS, in Isopropanol. Nd: YAG solid-
state laser (SOLAR LQ 529, Agen =532 nm, Epuse =180 mJ, =20 ns) was used for the ablation. Ablation time
ranged from 15 to 30 minutes.

Before the film deposition, the PEDOT: PSS solution was filtered through a 0.45 micrometer filter. Then
nanoparticles were added to the PEDOT: PSS solution at various concentrations: from 2 % to 10 %. PEDOT:
PSS: NP WS; nanocomposite films were spin-coated on the surface of FTO substrates (by SPIN150i spin-
coater manufactured by Semiconductor Production System) at a rotation speed of 5000 rpm. After, the films
were annealed at a temperature of 120 °C for 10 minutes to complete the solvent evaporation and improve film
crystallinity.

Figure 1. Structural formulas of PEDOT: PSS, WS,, P3HT and PC61BM

As a photoactive layer of OSCs a mixture of P3HT: PC61BM with a ratio of 1:0.6 was used as a donor
and acceptor material, respectively. The mixture was prepared as follows: P3HT (~15.6 mg) and PC61BM
(~9.4 mg) were dissolved in 1 ml of chlorobenzene and the solution was stirred at 60 °C for 24 hours. The
prepared solution was filtered through a 0.45 micrometer filter, and then deposited on the surface of PEDOT:
PSS: NP WS,/FTO/glass by spin-coating at a rotation speed of 2000 rpm. Next, the photoactive layer was
subjected to thermal annealing at 120 °C for 10 minutes to improve the crystallinity of the film. Finally,
aluminum electrodes with a thickness of 100 nm were deposited in a vacuum of 10° Torr by thermal
evaporation using the CY-1700x-spc-2 evaporator (Zhengzhou CY Scientific Instruments Co., Ltd).

The surface topography of the samples was studied using the JSPM-5400 atomic force microscope (JEOL
Ltd, Japan) and the Tescan Mira 3 electron microscope. The surface morphology parameters were calculated
using the Winspm Il Data Processing software package (JEOL Ltd). The size distribution of nanoparticles in
isopropanol was determined by using the Zetasizer Nano ZS. The optical characteristics of the solution with
nanoparticles and nanocomposite films were studied using the Avantes AvaSpec-ULS2048CL-EVO
spectrometer. A combined deuterium-halogen AvalLight-DHc light source with an operating range of 200-
2500nm was used as a radiation source. Measurements of the impedance spectra were carried out on a
potentiostat-galvanostat P45X in the impedance mode. The spectra were fitted using the E1S-analyzer software
package, and the experimental data were analyzed using diffusion-recombination models. The I-V
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characteristics of OCS cells were determined by the Sol3A Class AAA Solar Simulators (Newport) with PVIV-
1A I-V Test Station.

Results and Discussion

Figure 2a shows the SEM image of WS, nanoparticles deposited on the surface of quartz glass. It can be
seen from the Figure 2a that the nanoparticles have a round shape, their diameter varies from 10 to 50 nm.
Figure 2b shows the absorption spectrum of WS, nanoparticles in isopropyl alcohol. The figure shows that two
characteristic absorption peaks in the 500-900 nm region are clearly observed, which correspond to direct
exciton transitions Al and B1 in TMDC with the 2H phase [33-36].

The inset of Figure 2b shows the size distribution of WS, nanoparticles in an isopropyl alcohol solution.
As can be seen from the diagram, the average size of nanoparticles in solution is 38 nm.
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Figure 2. SEM image of WS, nanoparticles (a) and the absorption spectrum of WS, nanoparticles in isopropanol
solution (b). In the insert, the size distribution of WS; nanoparticles in isopropanol solution

To fabricate nanocomposite films, WS, nanoparticles were added to a PEDOT: PSS solution. The

concentration of WS, nanoparticles in the solution was calculated based on the density of WS, according to
the formula:

Mys,
oo bws, _ Cws, _ VsaMws, (mol)
NP = = = )
myp - N “Vyp* N Amr3 L
NP Na  Pws, " Vnp T Na Pws, 53— N,

where Cyp is the concentration of nanoparticles in solution;
Cws: is the concentration of the substance in the solution before laser ablation of the WS;;
mp is the weight of the average nanoparticle;
Na is the Avogadro's number;
pwsz is the density of WS, substance;
Ve is the volume of the average nanoparticle;
mws: is the weight of the WS; substance;
Vsor is the volume of solvent used in laser ablation of the substance;
Muws: is the molar mass of the WS, substance;
r is the average radius nanoparticle.

AFM images of the surface morphology of PEDOT: PSS nanocomposite films are shown in Figure 3.
They shows that the pristine PEDOT: PSS has a fine-grained structure with the surface roughness (Ra) of 0.54
nm. Doping PEDOT: PSS with WS; nanoparticles affects Ra. The increase of the concentration from 0 to 6 %
results in the slow growth of R, from 0.54 nm to 0.58 nm, respectively (Table 1). Further increase of the
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concentration up to 10 % results to the sharp growth of Ra reaching a value of 0.75 nm. Table 1 and Figure 4
shows this surface roughness dependence on WS, nanoparticles concentration.

. ° .> . g » '__‘
PEDOT: PSS: WS,30ul (6%)  PEDOT: PSS: WS,40ul (8 %)  PEDOT: PSS: WS,50ul (10 %)

Figure 3. AFM images of PEDOT: PSS: WS, nanocomposite films with different concentrations of nanoparticles in
solution

Table 1
The dependence of surface roughness WS doped PEDOT: PSS thin films on WS2 nanoparticles concentration

Sample Ra, Nm Cnp, mol/L
PEDOT: PSS 0.54 0
PEDOT: PSS: WS, 10ul (2 %) 0.56 0.47-1013
PEDOT: PSS: WS, 20l (4 %) 0.57 0.94-1013
PEDOT: PSS: WS, 30ul (6 %) 0.58 1.34-108
PEDOT: PSS: WS, 40yl (8 %) 0.74 1.87-103
PEDOT: PSS: WS, 50l (10 %) 0.75 2.34-10
0.757 - [
0.70-
€ 0.651
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]
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Figure 4. Diagram of dependence of film surface roughness on concentration of WS, nanoparticles in PEDOT: PSS
polymer solution

16 BecTHuk KaparaHauHckoro yHnBepcuTeTa



Effect of WS2 nanoparticles on the current-voltage characteristics...

Figure 5 shows the absorption spectra of PEDOT: PSS films. It can be seen from the Figure 5 that the
PEDOT: PSS film has a maximum at a wavelength of 1; = 234.6 nm related to the absorption of PEDOT and
a maximum at 278.2 nm associated with the absorption of the aromatic fragment of PSS [20, 21, 37]. When
WS, nanoparticles are added to the PEDOT: PSS solution, the optical density decreases and a slight
bathochromic shift of the PEDOT absorption maximum is observed. The observed long-wavelength shift of
the PEDOT: PSS absorption maximum is associated with a change in the film structure due to the incorporation
of WS; nanoparticles between the PEDOT and PSS chains [3, 21].

PEDOT:PSS ' —— PEDOT:PSS:WS, (6%)
|—— PEDOT:PSS:WS, (2%) PEDOT:PSS:WS, (8%)
0.254 PEDOT:PSS:WS, (4%) =—— PEDOT:PSS:WS, (10%)
— 1,27 Sz
) / et (U -
g e / 0.22 1
< 0.204+
()] ]
0
% 0.154
2 0.20
o)
2 0.104
<
0.05+ 230 240 250
0

250 300 350 400 450
Wavelenght(nm)
Figure 5. Absorption spectra of PEDOT: PSS: WS, nanocomposite films

Table 2
Spectral characteristics of PEDOT: PSS: WSz nanocomposite films

Sample A1, M 2, NM
PEDOT: PSS 234.6 278.2
PEDOT: PSS: WS; (2 %) 236.5 278.2
PEDOT: PSS: WS; (4 %) 237.9 278.2
PEDOT: PSS: WS; (6 %) 238.0 278.2
PEDOT: PSS: WS; (8 %) 238.4 278.2
PEDOT: PSS: WS; (10 %) 238.9 278.2

The impedance spectra were measured to study the effect of WS, nanoparticles on electrotransport
properties of the doped PEDOT: PSS film (Fig. 6). The fitting of the impedance spectra was carried out
according to the diffusion-recombination model [38].
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Figure 6. Effect of WS, nanoparticles on the impedance spectra of the PEDOT: PSS film

The electric transport characteristics were determined from the impedance spectra. The equivalent
electrical circuit (Fig. 6) was used to fit impedance spectra. The Table 3 shows the main electrical transport
characteristics of the PEDOT: PSS films, where: ket is the effective charge carrier extraction rate from PEDOT:
PSS, 7 is the effective transit time through PEDOT: PSS layer, Ry is the PEDOT: PSS resistance film, Rex is
the transfer resistance of charge carriers at the PEDOT: PSS/electrode interface associated with the extraction

of charge carriers from PEDOT: PSS.

Table 3
Effect of WSz nanoparticles on the electrotransport characteristics of a PEDOT: PSS film
Sample Rn, © Rext, © Kef, S Teff, MS
PEDOT: PSS 71.923 15014 75.84 0.013
PEDOT: PSS: WS; (2 %) 61.51 7322.2 159.09 0.006
PEDOT: PSS: WS; (4 %) 59.33 5490.4 190.51 0.005
PEDOT: PSS: WS; (6 %) 45.3 3210.1 398.43 0.003
PEDOT: PSS: WS; (8 %) 69.547 25856 36.31 0.027
PEDOT: PSS: WS; (10 %) 63.633 38709 17.15 0.058

Next, PEDOT: PSS: NP WS, nanocomposite films were used as hole selective electrodes for organic
solar cells based on the P3HT: PC61BM photoactive layer (Fig. 7a). The current-voltage curves of the

fabricated organic cells are shown in Figure 7b.
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Figure 7. Structure (a) and current-voltage characteristics (b) of an organic solar cell with FTO/PEDOT: PSS: NP
WS,/P3HT: PC61BM/AI architecture.

Table 4 shows the photovoltaic performance of organic solar cells. All OSCs based on PEDOT: PSS
doped with WS, nanoparticles showed improved Jsc and PCE compared to the cell with pristine PEDOT: PSS.
OSCs with 6 % WS; doped PEDOT: PSS revealed the best performance. In comparison with the device based
on pristine PEDOT: PSS, Js, Vo, FF, and PCE of 6 % WS, doped PEDOT: PSS based device increased from
7.20 mA/cm? to 8.06 mA/cm?, form 0.39 V to 0.49 V, from 0.37 to 0.49, and from 1.04 % to 1.94 %,
respectively. This result indicates that the PEDOT: PSS hole-transport layer doped with WS, nanoparticles
can block electrons more efficiently, which is an advantage for a higher FF value [3, 39, 40]. In addition,
according to the impedance spectra, PEDOT: PSS with WS, nanoparticles provides faster injection and
transport of holes to the external electrode (FTO), which reduces the probability of hole recombination with
PC61BM and improve the efficiency of hole accumulation by the external electrode. However, at higher
concentrations of WS, nanoparticles (8 % and 10 %) in PEDOT: PSS, a deterioration of the I-V parameters of
the OCSs is observed, which is associated with high surface roughness of doped PEDOT: PSS.

Table 4
I-V characteristics of organic solar cells
Sample e J Ue | Yo | Fill Efficiency,
(mA/ecm?) | (mA/em?) | (V) (V) | Factor %

PEDOT: PSS 7.20 4.50 0.39 | 0.23 0.37 1.04
PEDOT: PSS: WS;

(2 %) 7.56 5.31 042 | 0.27 0.45 1.43
PEDOT: PSS: WS;

(4 %) 7.92 5.64 046 | 0.29 0.45 1.64
PEDOT: PSS: WS,

(6 %) 8.06 6.25 0.49 | 0.31 0.49 1.94
PEDOT: PSS: WS,

(8 %) 8.51 5.21 041 | 0.24 0.36 1.25
PEDOT: PSS: WS,

(10 %) 8.24 4.96 0.40 | 0.23 0.35 1.14

Conclusion

As a result of study, it was found that moderate doping PEDOT: PSS with WS, nanoparticles leads to an
increase in the efficiency of organic solar cells. WS, nanoparticles were obtained by laser ablation of the WS,
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in isopropyl alcohol. The average size of WS; nanoparticles was 38 nm. It has been shown that the addition of
WS, nanoparticles to PEDOT: PSS affects the absorption spectra of nanocomposite films. It was found that
when WS, nanoparticles are added to PEDOT: PSS, a bathochromic shift of the PEDOT absorption maximum
is observed, which is associated with a change in the film structure due to the incorporation of WS;
nanoparticles between the PEDOT and PSS chains. The optimal concentration of WS, nanoparticles in the
PEDOT: PSS: NP WS; nanocomposite film was determined, which is 6 %. At this concentration, the resistance
of the nanocomposite film decreases by almost 2 times, and the recombination resistance of charge carriers
increases by 4.7 times. OSCs based on 6 % WS, doped PEDOT: PSS doped with showed the best performance
with PCE of 1.94 %.

This research is funded by the Science Committee of the Ministry of Science and Higher Education of
the Republic of Kazakhstan (Grant No. AP19174884).
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WS HaHoOeJIIIeKTepiHiH MOTuMepPJIi KYH 3J1eMeHTiHiH
BOJILT-aMIIEPJIiK CUNIATTAMAJIaApbIHA dcepi

WS: nanob6enuiexrepiniy PEDOT: PSS nonumep:i KyH 3JE€MEHTIHIH ONTHKAJbIK JKOHE JIEKTP TachMajay
CUIIaTTaMallapblHa ocepi Typasbl 3epTTey HoTikenepi kentipimreH. WSz HaHOOeIIIEKTEpi H30MPOIIIII
CIMPTIHACT] Jasepiik aOmamus omiciMeH anblHasl. HaHoOeImeKkTepaiH opTama ejmeMaepi KapbIKTHIH
JMHAMUKAJIBIK HIAIIBIpay 9/iCIMEH aHBIKTAIIBI )kaHe ~ 38 HM Kypanbl. Epitinaineri WS2 HaHOOe ek TepiHiH
KOHIICHTPALMACHIH ecentey WSz 3aThIHBIH THIFBI3ABIFBIHA Herizgenred. Ms3ompomwn — crnupTiHzeri
HAHOOOIIIEKTEPIiH XKYThUTy crektpi emmenmi. XXyreuty crnekrpinge 500-900 M afimarsiiga OalikanraH exi
MakcuMyM 2H asaceiHmarbl eki enmieMal eTIeNli MeTaul JuXalnbKoreHuArepiniH Al xome Bl tysy
9KCUTOH/BIK aybICynapbiMeH OaitmanbicTbl. WS HaHOOe:IeKkTepi KaOBIPIIAKTY3ETiH epiTiHIl AalbIHIAy
careicbiiga PEDOT: PSS-ke nerupnenren. AKM cyperrtepi OoiibiHina OaranaHatein OeTiHiH Ra opTtaria
apuQMeTHKaNBIK ~ aybITKy mapaMmeTpi aHbIKTaingsl. WSz HaHOOeNIIEKTepiH KOCy  KaOBIPIIAKTHIH
Ra mapameTpiniH apTybIHa ajbIn Keselli. HaHOKOMITO3UTTiK KaObIpIIaKTapAblH ONTHKAIIBIK )KYTBUTY CIIEKTpIIepi
emmenni. WSz nano6enmekrepin PEDOT: PSS-ke nerupunieren ke3ne PEDOT >kyThiTy MaKCHMYMBIHBIH Y3bIH
TOJIKBIHABI BIFBICYBI Oaiikamanel. KaObIpmiak kenmeprici mamamMeH 2 ece a3asTbhlH, 3apsii TacyIIbUIApABIH
PEKOMOMHAIMSUIIBIK Keneprici 4,7 ece apTaThiH, al MOJUMEPIi KyH OaTtapeschlHblH THiMALTr 1,94 % neitin
aptateiH PEDOT: PSS: NP WS2 HaHOKOMITO3UTTiK KaObIPLIaFbIHBIH KypaMbIiHaarsl WS2 HaHOGeNIIEKTepiHiH
KPUTHKAIBIK KOHIIEHTPALUACHI QHBIKTAJIIBL.

Kinm ce30ep: PEDOT: PSS, WS, HaHOGemmekTep, KEMTIKTi-TachIMaiaymbl Kabar, 6eTTik Mopdoorus,
KYTBUTy ~CIIEKTpJIepi, HMIIEHAHC CIEKTPOCKONMSCH], OPTaHUKANBIK KYH YSIIBIFBI, BOJBT-aMIEPIK
cHmaTTaMalapsl.

K.C. PoxkoBa, A.K. Alimyxanos, b.P. Unbscos, A K. Tycyn6ekosa,
A K. 3eitnnaenos, A.M. Anekcees, A.M. JKakaHosa

Biausinue HaHoyacTull WS2 Ha BOJIBT-aMIIEPHbIE XapPaKTePUCTHKH
MOJTMMEPHOI0 COJIHEYHOTI'0 JJIeMEeHTAa

IIpencraBneHsl  pe3ysbTaThl  MCCICAOBAaHUM  BIusAHMA  HaHouactull WSz Ha  onThdeckue U
anexkTpoTpaHcnoptHeie xapakrepuctuku PEDOT: PSS nomumepHoro cosnHeunoro anementa. Hanowyactuis
WS GbUIH OJTy4eHBI METOIOM JIa3epHOI abJIIIMU B H30IPOIMIOBOM criupTe. CpeHue pa3Mepbl HAHOYACTHIT
ObUIH OIpeJieTIeHbl METOZIOM AMHAMUYECKOTO paccesHUs CBeTa U cocTaBUIM ~ 38 HM. Pacuer koHLEHTpanuu
HaHowacTury, WS2 B pacTBOpe IMPOM3BOAWICS, WCXOAS M3 IUIOTHOCTH BemecTtBa WS2. M3mepeH crekTp
MOTJIONIEHHUS] HAHOYACTHUII B H30TIPOIMIOBOM criupTe. Habmogaemble 1Ba MakCHMyMa B CIIEKTPE HOTIIOMCHHS
B obOmactm 500-900 HM cBA3aHBI ¢ TPSIMBIMH SKCHUTOHHBIMH Tepexomamu Al u Bl nBymepHBIX
JINXAIBKOTEHUIOB TIePEXOIHBIX MeTayuioB B 2H-¢a3ze. Hanouactuist WS2 6bumn neruposans 8 PEDOT: PSS
Ha CTaJWy TPUTOTOBICHUS IUIEHKOOOpasytomero pactsopa. [Io ACM cHuMKaM ObII OmpesesieH mapamerp
cpenHeapupMEeTHIEeCKOr0 OTKJIOHEHHUS OIleHHMBaeMoW MoBepXHOCTH Ra. JlomupoBanue HaHowacTuiiamMu WSz
HNPUBOJUT K U3MEHEHUIO Ra IMJIEHKM B CTOPOHY BO3pacTaHMsl. FI3MepeHbI CIeKTPhI ONTUYECKOTO MOTJIOIIEHUS
HAHOKOMITO3HUTHBIX IJICHOK. [Toka3aHo, uto npu geruposannu HaHodactuir WS2 B PEDOT: PSS na6mrogaercst
JUIMHHOBOJIHOBBIM caBur Makcumyma mnorjomenus PEDOT. OmpeneneHa KpuTHueckas KOHLEHTPALUS
HaHogacTur WS2 B cocraBe HaHokoMno3uTHOI miienkdn PEDOT: PSS: NP W2, mpu koTopoii conpoTtnBienne
IUICHKH YMEHBINAETCs MOYTH B 2 pa3a, peKOMOMHAIIMOHHOE CONPOTHBIIEHHE HOCHTENEeH 3apsaa BO3pacTaeT B
4,7 pa3a, a 3¢ (eKTHBHOCTh MOJMMEPHOTO COJTHEYHOTO 3JIEMEHTa yBenuunBaercs 10 1,94 %.

Kniouesvie cnosa: PEDOT: PSS, nanowactumsl WS2, IBIpOYHO-TPAHCIIOPTHBINA CIIOH, MOp(hoIorus
MOBEPXHOCTH, CIIEKTPHI IIOTJIOLICHHsI, UIMIIEaHCHAs CIIEKTPOCKOITHS, OPraHuuecKasi COTHEUHasl sTueiiKka, BOJIbT-
aMIIepHbIC XapaKTEPUCTHKH.
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Indicatrix of TE and TM- polarized wave velocities in crystal
of classes 4mm, 3m, 6mm with magneto-electric effect

This work is devoted to the theoretical study of the laws of propagation of electromagnetic waves of TE and
TM polarization in anisotropic media belonging to classes 4mm, 3m, 6mm, etc. having a magnetoelectric effect.
The directions of the vectors of the phase and group velocities of the polarization waves TE and TM at the
boundary of a uniaxial crystal with magnetoelectric properties are considered. In the analytical form, the values
of the directions of the phase and group velocities of the TE and TM waves are indicated, depending on the
direction of the wave vector of the incident wave. The consequences of the obtained results for uniaxial crystals
in the absence of magnetoelectric properties are discussed. The solution of the tasks set in this paper is based
on the use of the matrix method. On its basis, various problems of wave processes in an isotropic elastic
medium, electromagnetic waves in crystals, the distribution of coupled elastic and electromagnetic waves in
piezoelectric and piezomagnetic media with a magnetoelectric effect were previously considered. In the
presence of a magnetoelectric effect for electromagnetic waves propagating through uniaxial crystals, the
parameters of the wave vector, phase and group velocities are determined. The obtained results are analyzed
for electromagnetic waves propagating through uniaxial crystals in the absence of a magnetoelectric effect.

The indicatrices of the wave vectors propagating in the plane and the phase velocities of the TM polarization
waves are limited (x0z) . Based on the Rayleigh equation, the values of the group velocity are obtained. The

density of electromagnetic energy fluxes and their components are determined for TE and TM waves. The
energy transfer rate and its direction are determined. It is shown that the group velocities and directions obtained
from the Rayleigh equation and the Umov-Poynting vector do not coincide.

Key words: anisotropy, electromagnetic waves, uniaxial crystals, magnetoelectric effect, phase and group
velocities, TE and TM polarization waves, density vector.

Introduction

Active theoretical and experimental study of heterostructures and composite materials with piezoelectric,
piezomagnetic, magnetostrictive and ferromagnetic properties are currently underway.

The aim of research is to create materials with magnetoelectric properties, for their practical application
in instrument engineering, micro and nanoelectronics, information technologies [1-4].

The paper discusses the theoretical study of the patterns of TE and TM- polarized electromagnetic waves
propagation in anisotropic medium related to classes 4mm, 3m, 6mm, etc., with magnetoelectric effect.

A tensor describing the magnetoelectric effect is adopted in the form [1]:
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0 a, O
a=¢-0, 0 0 (1)
0 0 «a

z

Wave processes are considered based on Maxwell’s equations:

rotE = —@; rothi = 22
ot ot )
divD=0; divB=0; ©)
The material ratio has the following form:
Di:gogijEj_ainj’ BizluOIUinj_aijEj (4)
Dielectric and magnetic constant tensors correspond to their type for uniaxial crystals.
The ratios (6) taking into account (1) have the form:
D,=¢E-a,H,, D=¢E +a,H, D,=¢E, -

B,=u4H, —oE By=,uyHy+a E B.=uH,

Xy —y! xy —x?

For uniaxial crystalse, =€, ; pu, = absolute permeability to vacuum &, u [,is contained in

& U Ly

1. Propagation of electromagnetic waves in the plane (x0z ), k, =0

Solution and study in the form of flat waves. Presenting these solutions for electrical and magnetic field
components as [5], [7-10]:

f(xy,z,t) = f(x)e" ™" (1.1)

taking into account the absence of dependence, in this case, on the coordinate y, a system of equations
was obtained from equations (2), (3) and relations (7):

de, .
— ——jiwu,E, (1.2)
dx
k2 — 0o’
aH, =i(we, —ﬂ)HZ (1.3)
dx O,
dH,
=lwe,E, (1.4)
dx
k2 — o’c’
O, i, -2 By, (L5)
dx e

X

The systems of equations (1.2), (1.3) and (1.4), (1.5) are independent. Equations (1.2), (1.3) describe the
propagation of TE-polarized waves. Equations (1.4), (1.5) — TM-polarized waves.
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1.1 The equation of indicatrices of the TE- wave vector follows from the condition:
Within the framework of the matrix method of the matricant for homogeneous media, the wave vector
indicatrix equation can be determined from the condition [12-14]:

det[ B*+k/1]=0 (1.6)

det [T - Ie’"ﬂ =0, (IZ =k, ) . This follows from the relations W (h) =T (W\W,; W (h)=e™"W, and isa
consequence of the Floquet-Bloch theorem [13].
With periodic changes in parameters along the z axis:

gij (z+h)= gij (2), ﬂij (z+h)= 'uij (2), aij (z+h)= aij (2)

Matrix T(nh) =T"(h); T (h) - the monodromy matrix. For T"(h) the representation based on Chebyshev-

Gegenbauer polynomials is valid. The matrix is a monodromy matrix. A representation based on Chebyshev-
Gegenbauer polynomials is valid for.

TR =P (AT =R, _;(P)
Calculation of matrix polynomials P,(p) is shown in the paper [14]. The dispersion equation, based on
knowledge of the matrix structure, can be written in two equivalent forms:
det[T(h)—le™" |=0, det| T *(h)—le*"|=0
In view of their equivalence, a modified condition follows from them:
det[ p—1cosk,h]=0 (169

Under the condition A>>h (Ais the wavelength, h is the period of in homogeneity), analytical
representations of matrices for homogeneous media are obtained from (1.6%). In particular, this is due to

—ik,h |, ikgh
where p=%(T +T7; coskzh:e B
dw . 0
o =B(z)W; B(2) :(b bazj The matrix T has the form:T*'(z)=1cos kZzJ_rki Bsink,z,
21 z

h
1 h 1 -
B= %j B(z)dz . When decomposed by k, ~ rE Z<< 1, h notenough because: p = E(T +T™); Tand
0

T direct and inverse monodromy matrices.

h hz
Have representations [8]: T = | +I B(z)dz +” B(z)B(z,)dzdz, +.....
0 00

h hz
Similarly: T =1 - j B(z)dz + j j B(z,)B(2)dz,dz +.....
0 00

then, provided k,h <<1 and small h, while preserving the summands up to quadratic terms, we have, in the

case of homogeneous media:

B*h B*h

T=1+Bh+—; T'=1-Bh+
2 2

1h
. B==|B(z2)dz
h!()

2 2152
z

p:%(T +T =1 +BTh. For coskzhzl—k

. Then from (1.6") should: det[B2 + ka} =0

0 b kK> —w’a’
B:( 12}; b, =—iou,, b, =ive, —i—
b, O
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from (1.6) follows: (k, =kcos0, k, =ksin0)

2 2
O) Hz(gyux +aXy
u, cos®0+p,sin®0

2 __
kTE_

(1.8)

0 -angle between axis x and wave vector K . The TE-wave phase velocity indicatrix based on (1.8) has

the form:

,  ® pn,Ccos’0+p,sin’0

VfTE:k2 = (8 +a2)
U, y“x Xy , (19)
the group velocity is from the Rayleigh equation [5-7]:
L OV, oV
V, =0V + iy —; Vo =——
00 a0 (1.10)

unit vector fi determines direction of phase velocity, fi, - unit vector perpendicular to fi vector fi

(n, —p,)sinBcoso

_ 2
an a_uz (Syux +a’xy ) (111)

Vg =

formula (1.9) — (1.11) for group velocity value:
Vo =Vi 4V, (1.12)

angle Y between phase group velocity vectors determines the relation:

v , — M, )sinBcosO
tany=—"= (2” 2“ ) — (1.13)
Vi M, COS"0+p,sIn"0
from (1.9) — (1.13) follows:
2 _ 1 pgcos®0+pisin®e
¢ a pu,cos’0+p,sin”0 . (1.14)
1.2. TM wave indicatrices
In this case:
_ _ k? —w’a,
b, =iwe,, by = '(a)ﬂy - =)
W (1.15)
condition (1.6) gives the indicatrix of the TM wave vector:
2 ®’e, (nye, + ociy .
= - . 1.1
™ ¢ cos’@+¢g,sin’0 (1.16)
Calculations similar to those in paragraph 1.1 result in the following formulas:
, _£,0S°0+¢,sin’0
frm 2
8Z (8Xl"ty +0(‘xy (117)
(e, —€,)sinBcosO
=—— (1.18)

Vi € (sxuy + (xiy)
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> 1 €}cos’0+¢g’sin’0
™ a,, &,c0s°0+¢g,sin’0 (1.19)

angle [3, defining direction v, is from expression tanf = Rz tane (1.20).

2. Energy-flux density [10-12].
2.1. In the case of TE-polarized waves in (1.7), (1.8) as opposed to zero components:

Ey’ HZ7HX' (21)
From Maxwell’s equations for plane waves we have the following:
k
H,=—-E,
OH, (2.2)
k —oa
H, =~ - < Ey
WHy . (2.3)
The flux density of the electromagnetic energy of the wave is determined by the Umov-Poynting formula:
S= [E x ﬁ] (2.4)
Based on (2.4) we get the following: .
5, =gz K e EZ
X y y—y
OH, OH,Ey (2.5)
k, —oa, k, —oa
— y 2 _ 2 Xy 2
S, = E, = ,E,
OHy OHLEy _ (2.6)
From the relation S, / S, the direction of the energy flux density vector follows:
S k —oo
tanp, _2 M My 27)
SX “’X kX ,
L

H . -
==—%1an 0 transition rate, the group velocity is

when o, =0, we get the tanp, =
Ke by by

determined by the ratio:

o St _si+sy ki +(k —wa)
. = = = 28
“ eE;  &E; w?plep’ (28)

The components of the wave vector k_u k. are determined on the basis of (1.8) for TE waves and on
the basis of formula (1.16) for TM waves.

2.2. When the propagation of TM- polarized waves, the wave field has components:

H,, E, E, . (2.9)
Dependencies are fair:
kX
E,=- H, (2.10)
wE
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k, +oa,,
EX = T H y (211)

X

Based on the Umov-Poynting formula, the S, u .S, components are:

k
S,=-E,H, =——p H} (2.12)
0, H,
S —EH k, + oa,, H?
= By = 2.1
Yy Hyy (2.13)

S, &, k, + oo,

Direction of energy flow: tan P, === " (2.14)
X 8X X ,
from (2.12), (2.13) follows the energy transfer rate
, S2482%  giki+(k, +wo,,) e
Voru = 234 = 2.2.2, 2
u H, ® g E M, (2.15)

Results and discussion

The propagation of TE and TM-polarized electromagnetic waves in uniaxial crystals (classes 4 mm, 3m,
6mm) in the presence of the magneto-electric effect has been discussed. The indicatrices of the wave vectors
and phase velocities of TE and TM waves propagating in the plane ( x0z ) have been determined. On the basis
of the Rayleigh equation, the magnitude and direction of the group velocity and its indicatrix have been
determined. The flux density and electromagnetic waves components transferred by TE and TM waves, their
directions and transfer rates have been defined. Experience showed that the group velocity and direction
obtained on the basis of the Rayleigh equations and angles transfer rate, following from the Umov-Poynting
vector disagreed. The research is based on the matrix method [8-9].
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C.K. Tneyxkenos, JK.H. Cyiiepkynoa, C.A. HypkeHoB

MarauTt3jaekTpJik dcepi 6ap 4mm, 3m, 6MM KPUCTANABIK KJIACTAPAAFbI
TE xone TM moJsisspusanus TOJKbIHAAPBIHBIH KbUIJIAMIbIK HHANKATPHUCAJIAPbI

Makana MarHUTIIEKTPIIK acepi 6ap 4mm, 3m, 6mm jxoHe T.6. KIacTapra jKaTaTbIH aHU30TPOITHI OpTanapaa
ANEKTPMAarHUTTIK TOJNKBIHIApAslH TM sxoHe TM moispH3alMsCHIHBIH Tapaly 3aHIBUIBIKTaphIH TEOPHSUIBIK
3epTTeyre apHajIFaH. MarHUTAJIEKTPIIiK KacuerTepi 6ap 6ipochTi KpUCTAIABIH IIeKapachiHAarsl T E xaHe TM
HOJSIPU3AUMSUIBIK  TOJKBIHAAPBIHBIH (a3alblK JKOHE TONTHIK JKBUIAAMIBIK BEKTOPJIAPBIHBIH OaFbITTaphl
KapacTHIPBUIFaH. AHAJIUTHKAIBIK (opMaga TYCKEH TOJKBIHHBIH TOJKBIHIBIK BEKTOPBIHBIH OarbIThIHA
OaiimaHbICTBl TE xoHe TM TONKBIHAAPHIHBIH (ha3aIBIK KOHE TONTHIK KBUIIAMIBIKTAPBIHBIH OaFbITTAPBIHBIH
MOHJIEpl KOpCEeTUIreH. AJBIHFaH HOTIDKENCPAiH MAarHUTJIEKTPIiK KachuerTepi OonMaraH ke3de OipochTi
KpHCTaJIap YIIiH calAapbl TAIKbUIAHFaH. ByJl KYMBIC KOHBUIFAH €CENTepi IIellyAe MaTPULAIBIK OMICTi
KoJimaHyFa Heri3genreH. OHBIH HeTiziHAe OYphIH U30TPONTHI CEPIIMII OPTAAaFsl TOJKBIHABIK MPOLECTEPIiH,
KpHCTaAaparbl JJIEKTPMArHUTTIK TOJKBIHAAPIABIH, MAarHUTIJICKTPIIK ocepi Oap IMBE30ANIEKTPIIK JKOHE
IIbe30MAarHUTTIK OpTajapiaa OailaHbICKAaH CepHiMIl JKOHE JJIEKTPMArHUTTIK TOJKBIHIAPIBIH TapaybIHBIH
SPTYPpIIi Macenernepi KapacThIpbuIFaH. bipockTi KpucTanap apKbUIBI TapaJIaThIH IEKTPMArHUTTIK TOJIKBIHAAD
YIIIH MarHUTAJIEKTPIiK ocep OonraH Ke3le TOJIKBIHIBIK BEKTOPABIH, (a3ayblKk IKSHE TOITHIK
JKBULIAMIBIKTAP IBIH ITapaMeTpIiIepi aHbIKTaI sl HoTikeaep MarHUTAIEKTpIIiK acep OonMaraH Ke3je 0ipochTi
KpUCTAIZap apKbUIbl TapaJaThlH 3JICKTPMAarHUTTIK TOJKBIHAAp YILIIH TajnnaHFaH. JKa3bIKTHIKTa TapaaaTblH
TOJIKBIHABIK BEKTOpiapaelH uHAuKaTtopuapbl TE xome TM momspu3anus TONKBIHAAPHIHBIH (ha3aibiK

xeuiamMaerel mekteymi  (X0Z) . Panell TeHmeyi HeriziHae TONTHIK KBUIAAMIBIK MOHIEPi AJBIHIBL.

DJIeKTPMArHUTTIK SHEPTHsl aFbIHAAPBIHBIH THIFBI3IBIFEI JKOHE oylapAblH Kypampaac Geiiktepi TE sxone TM
TOJIKBIHAAPHI YILIiH aHBIKTATFaH. DHEPrHSHBIH OepiTy KbUIIaMIBIFBI )KOHE OHBIH OaFrbITHl allKbIHIaFaH. Paseit
TeHaeyl MeH YMOB-IIOWHTHHT BEKTOPBIHAH albIHFAaH TONTHIK JKBUIIAMIBIKTAD MEH OarbITTap Ccolikec
KEJIMEHTiHI KOpCEeTire .

Kinm ces30ep: aHW30TpONHS, DIIEKTPMArHUTTIK TOJKBIHIAP, OIPOCHTI KpUCTANIap, MAarHUTIIEKTPIIK ocep,
(hazanbIK KOHE TONTHIK KblIaamasikrap, TE xone TM nossipusanus TOIKbIHAAPHI, THIFBI3ABIK BEKTOPBIL.

C.K. Tneykenos, JK.H. Cyitepkynosa, C.A. HypkeHoB

HNuguxkarpuces! ckopocreid BoJiH TE u TM noasipu3anum B KpUCTAIHYECKHX
KkJaccax 4mm, 3m, 6mMmm ¢ MarHuTo3J1eKTpu4YecKuM 3P pexTom

CraTbs MOCBSAIIEHA TEOPETUUECKOMY U3YUYEHHUIO 3aKOHOB PACHPOCTPAHEHHUS 3JIEKTPOMarHUTHbIX BoaH TE u
TM nonspu3anuy B aHU30TPOITHBIX CpeiaX, OTHOCAIIUXCA K Kiiaccam 4mm, 3m, 6mm u apyrum, obiaaronmm
MarHuTOdJIeKTpruueckuM dddextom. PaccMoTpeHs! HampaBieHns! BEKTOPOB (a30BOM M IPYIIIOBOH CKOPOCTEi
nossipu3alioHHblX BosH TE w TM Ha rpaHHile OJHOOCHOTO KpHUCTaUla C MarHUTOIEKTPUUYECKUMU
cBolicTBaMu. B aHanmmTHdeckoi (opMme yKa3aHBI 3HAUCHHS HANpaBleHUH (a30BOW U TPYMIIOBON CKOPOCTEH
BorH TE nm TM B 3aBHCHMOCTH OT HaNpaBJICHHS BOJHOBOTO BeKTOpa majaromiell BoHBL OOCYXIEeHBI
MOCNE/CTBUS ~ TOJNyYEHHBIX  pe3yJNbTaTOB Uil OAHOOCHBIX  KPHCTAIOB  IIPU  OTCYTCTBUH
MAarHUTOYJIEKTPHYECKHX CBOMCTB. PerreHne 3amau, MOCTaBICHHBIX B HAcTosmiel paboTe, OCHOBaHO Ha
HCIIOJb30BaHUM MAaTPUYHOIO MeToza. Ha ero ocHOBe paHee pacCMaTpUBAIUCH PA3JIMYHBIE IPOOIEMBI
BOJIHOBBIX IIPOLICCCOB B H3OTpOl’[HOI>’I yl'[pyl"Ol>’I Ccpeac, DOJCKTPOMAarHuTHBIX BOJIH B KpHUCTalLlax,
pacnpoCTpaHCHUSA CBA3AHHBIX YIIPYT'UX U JJICKTPOMATrHUTHBIX BOJIH B ITbE303JICKTPUYECKUX U ITbE3OMAarHUTHBIX
cpemax C MarHMTodJIeKTpudeckuM d¢dekrom. IIpy HamHMIMKM MarHUTOINEKTPHIECKOro 3S(dexra st
3NIEKTPOMATHUTHBIX BOJIH, PACHPOCTPAHSIONINXCS Yepe3 OTHOOCHBIE KPUCTAIUIBI, ONPEAEIISIOTCS MapaMeTphl
BOJIHOBOTO BEKTOpa, ()a30BOM M IPyHIOBOH ckopocteid. [lomydeHHbIe pe3yabTaThl NPOAHATN3UPOBAHEI IS
SNIEKTPOMATHUTHBIX BOJH, PpAcCHpPOCTPAHSIONMXCSA 4Yepe3 OIHOOCHBIE KPHCTAIBI B  OTCYTCTBHE
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MarHUTO3JIEKTPUYECKOro 3¢ dexTa. IHAMKAaTPUCH! BOJIHOBBIX BEKTOPOB, PACIIPOCTPAHSAIOIINXCS B IFIOCKOCTH,
u Qaszoseie ckopoctd BonH TE u TM monspusanuu orpannuensr (X0Z) . Ha ocHoBe ypasHenus Panest
MOJTyuyeHbl 3HAYeHHsI TPYIIOBOH CKOPOCTH. [IJIOTHOCTH MOTOKOB JJIEKTPOMArHUTHOW SHEPrUM MU HX
cocrapysitomue onpezaeneHs! it BoaH TE u TM. Haiinensl ckopocTh nepenaun SHEpruu U ee HarpaBJIeHHE.
Iloxa3zaHo, 4TO TPYyNIOBBIE CKOPOCTH M HANpaBJICHUS, OJTy4YeHHbIC U3 ypaBHeHUs Panes u BekTopa YMoBa-
IloitHTHHTa, HE COBIAIAIOT.

Kniouesvie cnosa: aHM30TpOMNNS, 3NEKTPOMATHUTHBIE BOJIHBI, OAHOOCHBIE KPHCTAIUIBI, MAaTr HUTOIEKTPUIECKUI
a¢dekr, Pha3oBas U rpymmnoBas CKOPOCcTH, BonHbI mojsspusaiui TE u TM, BeKTOp IUIOTHOCTH.
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Nonstandard analysis in electrical engineering. The analysis of the
direct current circles with ideal reactive elements.

The article proposes the use of ideas and methods of non-standard analysis in the field of theoretical electronics.
The article shows that the analysis of DC circuits, including ideal inductances and capacitances, by standard
methods of theoretical electrical engineering is too complicated or almost impossible. To solve this problem, it
is proposed to extend the methods of non-standard analysis by the tasks of analyzing electrical circuits with
ideal reactive elements. The authors have defined a class of non-standard electrotechnical problems aimed at
the analysis of DC electrical circuits, including ideal reactive elements — ideal inductances and capacitances.
It is shown that the solution of the selected class of problems by standard methods of theoretical electrical
engineering is too difficult or almost impossible. It is proposed to extend the methods of non-standard analysis
by the tasks of analyzing electrical circuits with ideal reactive elements. The obtained advantages of this
approach are confirmed by examples of calculations of electrical circuits with inductances and capacitances, as
well as magnetic circuits.

Keywords: infinitesimal number, infinitude, hyperreal number, unconventional number, ideal
reactive element.

Introduction
While solving diverse scientific or technical problems the researcher occasionally faces the necessity of

) L 0 00 . ) .
revealing such uncertainties as 6 and —. Herewith the use of classical methods, for instance, the rules of
o0

Cauchy or L'Hopital often causes certain difficulties.

It is curious that exactly the ideas of nonstandard analysis (i.e. the direct use of infinitesimal numbers)
were the base, on which Leibnitz and Newton intuitively built the principles of differential and integral
calculations. However, later in Cauchy’s works and in the works of other mathematicians, infinitesimal
numbers were “left out” [1-5]. Instead, in the basis of mathematic apparatus of differential and integral
calculation numerical and functional sequences and limit correlations of values were laid. That increased the
axiomatic rigor of mathematical apparatus, but unfortunately complicated the way of solving a certain kind of
problems.

The revival of the ideas of nonstandard analysis took place in 1960-s, when A. Robinson suggested a new
axiomatics of math analysis, which bases on the multitude of hyperreal numbers, that contains not only so
called reference numbers (common numbers), but also the nonstandard numbers (infinitesimal numbers,
infinitudes and their combinations with common numbers) [6-8]. Methods of nonstandard analysis are also
being developed at the present time and are used in various fields of science [9-12]. In this article, we will
consider the use of nonstandard analysis in electrical engineering. Of interest is the use of nonstandard analysis
methods in the problems of identifying the internal parameters of electrical motors, which in many cases cannot
be solved by traditional methods [13-18].

For direct current circles, we use diverse unified methods of calculation based on the Ohm’s and
Kirchhoff’s laws. At the same time, there exists a certain kind of related problems, for which the direct use of
these unified methods is practically impossible. This concerns the calculation of the direct current circles with
ideal reactive elements. The complexity of the calculations in such circles is that on the direct current the

induction resistance (X,_ = oaL) tends to zero, and the ideal capacity [XC = —Cj resistance tends to infinity.
®
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Generally, such problems are solved with simultaneous use of the energy characteristics of inductances
and capacities alongside with electrical engineering laws, which considerably complicates the analysis of such
circuits, especially in complex schemes. That explains the topicality of the math apparatus of nonstandard
analysis which will enable to use familiar unified methods for calculating such circles.

The next unit will review the main principles of non-standard analysis necessary for the solution of the
above mentioned electrotechnical problems, this mathematic apparatus is considered in [19-20].

Basic principles of nonstandard analysis

Let R be an ordered set of real numbers. Number « will be called an infinitesimal number when and
only when

vreR(a<r). 1)

The number B = — will be called infinitude. In this case, it may be transcribed as
o

vreR(B>r). )

All algebraic operations (addition, subtraction, multiplication, division, exponentiation, etc.) and
theorems (theorems of communication and association, etc.) may be applied to infinitesimal and infinitude
numbers.

Infinitesimal numbers and infinitudes of diverse order will be distinguished as follows:

e oa>a’>a’>a — infinitesimal numbers of first, second, third, k-th order;

e B<P?<P® <P — infinitudes of first, second, third, k -th order.

Together with real numbers r € R infinitesimal numbers and infinitudes make an ordered set of hyperreal
numbers *R . Real numbers r € R are commonly called standard or Archimedean numbers unlike imaginary
(non-Archimedean) numbers*r e *R .

Each imaginary number has a standard part

*r=rta, 3)
that is

r=st(*r), ()
in other words, a real number is a standard part of a certain imaginary number (obviously, there can be an
infinite set of those).

Two real numbers @ and b are called equal when and only when:

a-b=0. 5)

Two imaginary numbers *a and * b are called equivalent (or infinitely close to each other when and
only when:

*a-*b=a (6)

The marking “~” will stand for the equivalency of two imaginary numbers. For real numbers M and N
we will denote certain correlations that appear from (1-6):

1 k. M m K
e = y T = m y Tk = m H
B =mB, e =mB (7)
Mo m mo m m

Mma Mo _ M. __EB
no n' n n 'no n (8)

mo+n~n, mB+n=~mp, ma*+n~n, mp*+n~mp*, 9)
sina~a, cosa ~1. (10)
We will give a few examples of using these methods in a mathematic analysis. For instance, let us find
the first derivative of the functiony = x> For that purpose, we will input a substitutiondx = o .
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3 3 3 2 2 3 3
X+a) —x> X +3X°a+3Xa”+a’—-X
(‘j_y:( o) _ X +3XTot3Xa + o =3x2 +3xa + 0’ 32, (11)
X o o
For y =sin x we will get

dy sin(x+o)—sinx  sin x-coso+Sin o-Cos X —Sin X y

* - “ (12)
Sin X-1+a.-cos X —Sin X
~ ~ COS X.
(04

Let y=cos X . Then
dy cos(x+o)—-CcOSX COSX-COso—Sin X-Sin a.—CoSX _

dx . a o (13)
COSX-1—sIn X-o.—COoS X .
~ ~ —Sin X.
o

It is quite natural, that not only a multitude of real numbers might have such a nonstandard structure, but
also the multitude of imaginary numbers can, i.e. the complex number plane.

Then, analogically to (9) we may transcribe

mo+jn=jn, mB+jn=mpB, m+jnoa=m, m+ jn= jnf. (14)

Besides, the problems of classical analysis of transitive processes call for the direct use of the real number
0 and the infinite value . That is why, we will try to formulate their nonstandard interpretation.

Real number 0 in the nonstandard analysis may be considered as infinitesimal number of infinite order,
i.e. 0~ a’. Thatis why

gzO,O-BzO,e‘B'Ozl, e ~1. (15)
o

Infinite value oo in non-standard analysis may be introduced as infinitude of infinite order, i.e. c© = Bﬁ.
That is why

,0-0~0, e ~a, e’ ~a. (16)

Before going on to use above given expressions for solving diverse applied problems, it is suffice to
notice, that there are no general rules for parameter selection, which can be advisably equated to an
infinitesimal (or infinitude) number. The researcher depending on the context of the peculiar problem makes
this selection. Herewith, one must consider that in case of necessity to substitute for a few different options of
one problem with infinitesimals, defining correlations between these numbers is quite an uneasy task to do and
may require additional researches.

In the next subparagraph, we suggest considering the ways of using the methods of nonstandard analysis
for analyzing the direct current circuits with ideal reactive elements.

Viewing the direct current circuit as a sinusoid alternating current circuit, the frequency of which equals
to zero, a symbolic method may be used for solving such problems, given o=

Let us consider the typical examples of such problems.

The analysis of direct current electrical circuits with ideal inductances.

Taking ® = o for impedance of inductance it may be transcribed as follows:
Z ~jol. (17)

Example 1. Determine the currents in inductances L,, L, in the direct current circuit (Fig. 1).
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r
c ___e——
E—
I
U L]_ Il L2 I2

Figure 1. Direct current circuit

Scheme options: U=30 V, r=10 Q, L, =0.2 H, L, =0.1 H. At first, it seems that the currents in

. I U . .

inductances are the same |, =1, =555 =1.5 As far as the resistances of these branches on the direct
r

current amount to zero. However, let us try to solve this problem using infinitesimals.

The whole impedance of the circuit equals to

; ; 2 2
Z. ~r+ (_JOLLl)(J_OLLz): r 4 _J L, _ F+ jou L,L, , (18)
JoL; +jolL, Ja(Ll + Lz) (Ll + Lz)
and according to (14) Z;, = r. Hence, | = H =3 and the inductance voltage is
r
U = J'Ot—LlL2 !=£joc—|'1l'2 , (19)
(L1+|—2) r (L1+L2)
while the currents in the branches are:
U, uL, | U UL, PN (20)

— =L _ -1 — =L _ —
*jal, (L) ?jal, (Ly+L,)r

It shows that the total current | at the inlet to the circuit is split between inductances is no way the same,
but inversely to their meanings.

Even more curious is the case, where in this circuit there is a magnetic coupling between both inductive
coils.

Example 2. If both coils are switched on coordinately (Fig. 2), the system of equations according to
Kirchhoff laws will look as follows:

I-1,-1,=0, (21)
Ir+1jaL, +LjoM=U, (22)
LjoL, +1,joM=1,jal, +1,jaM. (23)

r

o—i ]

I—> * /1\/[\ *
Ls L. %
l 1 l I

Figure 2. Circuit with magnetic coupling between both inductive coils

U

o

For the other equation of this system, we will carry out the equivalent conversions according to (10):
Ir+LjoL, +LjoM~=Ir=U. (24)
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U . . .
Hence | =— =3 A. In this way, we have obtained a new system of equations:
r

U

7_11_12:01 (25)
LjoL, +1,joM =1,jol, + 1 jaM. (26)
Let us determine current |, from the first equation and substitute it into the second equation:
==, @)
r
(%‘-2jjaL1 +1,joM =1,jaL, +(%—!2]ja|\/| . (28)
Hence,
U. . . . U. .
—Job, -l joL; +L,joM =1 jaL, +—joM -1, jaM, (29)
r r
U,. . . . .
T(chL1 —joaM)=1L,(joL, + jaL, —2jaM), (30)
U,. .
- T(JOLLl _JOCM) ~ U(Ll _ M) (31)
7 (joL,+joL, —2jaM) (L, +L,—2M)’
LU U UL u(,-w) )
T oL +L,-2M) (L +L,-2M)

We will perform numerical calculations for three typical cases of correlation between self-inductance
L,, L, and mutual inductance M (values L,, L, are the same as those in the previous example):

1. Let M=0.08 H, ie. M<L,. Hence, |, =0.429A, and |, =2.571 A. This case does not differ
significantly from the previous example.
2. Lettake M=0.1H,ie. M=L,. Inthis case, the whole current flows in the second coil (1, =3 A),

while in the first one it disappears (1, =0 A).

The most curious is the third case M =0.14 H, when L, <M < ,/L,L, . Here we observe a very
distinct so-called “false capacity effect”, when the currents in each coil surpass the input current (1, =—6 A,

I, =9 A), and more to that, in the first coil the current changes its direction.

Suffice it to notice, that this problem is very hard to solve without methods of nonstandard analysis, and
for the next problem it is almost impossible.
Example 3. In the direct current circuit (Fig. 3) determine the currents in all of the branches.

Scheme parameters: U=100 V, r=10 Q, L, =02 H, L, =0.15H, L, =01 H, L, =0.05 H,
L, =0.025 H.

Let us carry out this calculation with a loop current method.

By analogy to the previous examples, it is obvious that the input impedance of this circuit also equals to
resistor impedance, i.e. Z;, = T.

Hence, the loop current of the first loop is known:

1, =%=10 A, (33)

and the equation system will look as follows
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112y + 1525, + 1332, =0, (34)
1,2y + 15525, + 133255, =0. (35)

Figure 3. Circuit with detection of currents in all branches

Substituting expressions for the first loop current and as well as for loop and joint impedances, we will
get

U, . . ) ] ]
— (ol + (ol + jab, + jobg )+ l(= jouls )= 0, (36)
u, . . . . .
T(_ Jal—z)+!22(_ jOLL5)+133(jOLL2 +Jjoal, + jocL5)= 0. (37)

Let us define the third loop current from the first equation and substitute it into the second equation.

u, . . . .
T(_ JaL1)+122(JaLl +Jals+ JaLs)

133 = - =

L,+L;+Ls UL,

= =1 , 38
L, "2 L, rL, (38)
%(_ jO"—z)"‘lzz(_ jal—s)"‘(!zz bt I|:3 ths - lrJli_l j(jal—z +Jjal, + jal—s):
5 5

L1+L3+L5(

=22

jaL, + jaL, + joa_s)—joa_s}%(joa_2 +jal, + jocLS)—%jocLz =0 (39)
5 5
Hence, we determine loop currents
UL, ,. . . U.
3 (jocL2 + JoL, + jOLL5)+—jOLL2
r
5

L2 = |_1+|_3+|_5(
LS
UL,

jaL, + joL, + joLg)— joL,
(L,+L, +L5)+EL2
5 r
= =6.724 A, (40)
m(b +L,+ |_5)_ L,

5
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Utl (Ly+L,+ |_5)+E|_2 T
!33=L_r”j’ L ' 1Tt hs P 7414 A (41)
ST s (v, +L)-L, Ls rLs
5
Henceforward it is easy to determine currents in the branches:
Li=1;-1,,=3276 A, I, =1;; — 1,3, =2.386 A, (42)
I;=1,,=6724 A, |, =1,,=7414 A, |, =1,,—1,,=0.69 A. (43)

Suffice it to note, that the usage of ideas of nonstandard analysis allows using any standard methods of
electrical circuit calculation.
Let us now consider ideal capacity circuits.

Analysis of electrical direct current circuits of ideal capacities

It is obvious, in such cases for capacity complex impedance we may write down

1
Zo~r—. 44
£ 550 (44)

Example 4. Define voltages on the capacities C,, C, in the direct current circuit (Fig. 4).

° 1
U . G
O

Figure 4. Circuit with capacitances

Let us consider this circuit as a sinusoidal alternating current circuit with @ = a angular frequency.
Full circuit complex impedance is

Zmz.l +'1 :j.OLC1+.j0LC2:?1+C2, (45)
JoC;  JaC, (Jacl)(JaCz) JaC,C,
hence, the current flowing through it is
| U UjaC,C,
- 4, G +C, , (46)
whence the voltages on capacities correspondently equate to
Uc=l.1 _ ucC, ,Uc=l.1 _ ucC, . 47)
T jaC, C+C, ? "JjaC, C,+C,

Example 5. In direct current circuit (Fig. 5) define voltages on all capacities. Circuit parameters:
U=100 V, C, =200pF, C, =150 pF, C, =100 uF, C, =50 uF, C, =25 pF. The given problem is
conveniently solved by the method of node potentials, taking the node 4 as a primary one, that is ¢, =0.
Since ¢, = U, the problem will be reduced to the system of 2 equations.
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1
) 1
C]_ C2 b
Cs
U 21 | 3
Cs T Co mpem
o
4

Figure 5. Circuit with five capacitors

Let us transcribe the system of equations
—Q Y +0, Y0 =9 Yo =0, (48)
— 0, Y59, Yy +¢ Y5, =0. (49)

By substituting the expressions for first node potential as well as for the self- and mutual conductance,
we will get

~U(joC,)+9,(jaC, + joC, + joC,)-¢,(jaC,) =0, (50)
-U(jaC,)-o,(jaCs)+ ¢, (jaC, + juC, + jaCy)=0. (51)

Let us determine the second node potential from the first equation and substitute it into the second one.
U(jaC1)+ 93(Jac3) B ucC, + 93C3

_ - , 52
27 56C, +joC, +joC, C,+C,+C, 2
UC, +¢.C,
~U(joC,)-———="(jaC, )+ ¢_(jaC, + jaC, + jaCq )=
22 C,+C,+C, 3 L s °
__U(jac,)--YGUeC) __ 9Cs (00 (j0C, + juC, + jaCy) =0 <
* Cc,+C,+C, C,+C,+C,~ ¥ =72 ? ° )
C
C:’_U(Cz)_ UCl(CS) - 853 (C3)+(P (C2+C3+C5)=O
C,+C,+C, C,+C,+C, -3
Hence, the potentials are:
Vet g U%CBC
0, = 1 ¥t _g1as9 v, (54)
C,+C,+C,—— 2%
C,+C,+C,
uc Vet g Uglcgc C
0 c ot 1t 4+c23 oo SB0m V. (55)
170, +0, C2+C3+C5— 3 170, +0,
C,+C,+C,

Henceforward it is easy to find voltages in capacities:
UCl =, —9, =18.841 Vv, UC2 =0, — 0, =15.942 Vv, UC3 =0,-0¢,= 2.899 Vv, (56)

Ue, =¢,=81.159 V, U, =g =84.058 V. (57)
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Conclusions

1. The authors are the first to determine the class of nonstandard electrical engineering problems, aimed
at analysing direct current electrical circuits, which include ideal reactive elements — ideal inductances and
capacities. It is shown, that the solution of the highlighted class of problems through standard methods of
theoretical electrical engineering is far too complex or almost impossible.

2. To solve the described problem it is proposed to extend the methods of nonstandard analysis with the
problems of analysis of electrical circuits with ideal reactive elements. The advantages of this approach are
proved by the examples of calculations of electrical circuits with inductances and capacities and as well of
magnetic bound circuits.

3. With the aim of extending the sphere of usage of the methods of nonstandard analysis it is important
to distinguish similar problems from diverse spheres of science and engineering, where differential calculation
and extreme transitions are used and the solution of which with standard approaches is limited or impossible.
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DJIeKTPTeXHUKAAAFbI CTAHIAPTThIeMeC TAJI1ay.
Nnean peakTuBTi 371eMeHTTepi 6ap TYpPaKThl TOK Ti30eKTepiH Taaxay

Makanazia TeopHsIIbIK JeKTPOHHKA CalaChIHAAFBI CTAaHAaPTTHIEMEC TA/AY HesuIapbl MEH 9JIiCTePiH KOJaHy
YCBIHBUIFaH. Mneanisl MHIYKTUBTUNIK TEH ChIABIMIBUIBIKTEI KAMTUTBIH TYPaKThl TOK Ti30CKTEpiH Tainay
TEOPHSIIBIK 3JEKTPTEXHUKAHBIH CTAHAAPTTHL OMICTEpiMEH TBHIM KypIeli HeMece MYMKIH eMec eKEHZIri
KepceTiared. bys MoceneHi menry yuriH craHIapTThieMec Tanay 9MiCTepiH WACAIIbl PEaKTUBTI 3JIEMEHTTepl
Oap »nexTp Ti30ekTepiH Tajmay MoceJelepiMeH KEHEUTY YCHIHBUIFaH. ABTOpJIap HOCaJIbl PEaKTUBTI
JNIEMEHTTEepl — UAeaTIbl WHAYKTUBTUNK IEH CHIMBIMABIIBIKTEI KAMTHUTBIH TYPAaKTBl TOKTBIH DJIEKTD
Ti30EKTepiH Tangayra OarbITTaIFaH CTAaHIAPTTHI €MeC BJICKTPOTEXHHKAIBIK €CeNTep KIAChIH aHBIKTaJbl.
ApHalibl ecenTep KIachlH TEOPHSUIBIK JIEKTPTEXHUKAHBIH CTAHAAPTTHI 9iCTepIMEH IIeNTy oTe KHBIH HeMece
MYMKIH eMec ekeHiri kepceTinreH. CTaHIapTTHI eMec Talaay 9iCTepiH Healabl PeakTHUBTI dIeMeHTTepi 6ap
ANIEKTP TI30EKTepiH Tayujay MiHAETTEepIMEH KeHEHTy YCHIHBUIIBI. Byl TocinniH anslHFaH apTHIKIIBUIBIKTAPEL
WHIYKTUBTUIIIT MEH CHIHBIMIBUIBIFBI Oap 3JIEKTp Ti30eKTepiH, COHAAal-aK MAarHUTTIK OTKI3TiLITEepai ecentey
MbICaJIapbIMEH pacTajajbl.

Kinm ce30ep: mekci3 a3 caH, MIEKCI3OIK, THIIEPHAKTHI CaH, AICTYpIIieMec caH, Uaeall peakTHBTI 3JIEMEHT.

C. Kansis, B. Kyxapuyk, B. Kyuepyk, I1. Kynakos, M. I'pu6os

HecTanaapTHbIil aHAIN3 B 3JIEKTPOTEXHUKE. AHAJIN3 KOHTYPOB MOCTOSTHHOTO TOKA C
H1eaJbHbIMU PEAKTUBHBIMH 3J1eMEeHTAMH

B craTpe mpeanioxeHo HCnoab30BaHue UACH U METOIOB HECTAaHAAPTHOTO aHAH3a B 00JIACTH TEOPETHYECKOM
97ekTpoHUKH. [TokazaHo, 4TO aHAIM3 LeNel MOCTOSHHOTO TOKA, BKJIIOYAIOIIMX HI€aIbHbIE HHAYKTUBHOCTH U
€MKOCTH, CTaHJAAPTHBIMH METOJaMH TEOPETUUYECKOM JJIEKTPOTEXHUKU CIHUIIKOM CIIOKEH WIH TOYTH
HEBO3MOKeH. JIJIsl pelieHus 3TOM MpoOJIeMbl MPEUIOKEHO PACIIUPUTh METObl HECTAHAAPTHOTO aHaJH3a
3a/1a4aMM aHaJIM3a EKTPUUECKUX IIenel ¢ UIeaIbHBIMU PEaKTUBHBIMH 3JIEMEHTAaMHU. ABTOPBI ONpPEIeSIN
KJIacC HECTAHIAPTHHIX JJIEKTPOTEXHUYECKMX 3alad, HANpaBICHHBIX Ha AaHAIW3 SJCKTPHUYCCKUX IIeTeH
MOCTOSIHHOTO TOKA, BKJIIOYAIOUINX B ce0s WACaNIbHbIC PEaKTHBHBIEC 3JIEMEHTHl — HJIalbHbIC HHAYKTHBHOCTH
n eMkocTH. [lokazaHo, 4TO pelIeHre BBIICICHHOTO Kiacca 3a4ad CTaHIApTHBIMH METOJAMH TEOPETHIECCKOM
JIEKTPOTEXHUKU CIUIIKOM CJIOXXHO MM TIOYTH HEBO3MOXHO. [IpelioskeHO pacIupuTh METOIbI
HECTAaHJAPTHOTO aHajM3a 3aJayaMd aHalIu3a DSJIEKTPUYECKHX Lenedl ¢ HIeaTbHbIMU PEaKTUBHBIMU
sneMeHTamu. [lomyuyeHHbIE NpEeUMYyIIECTBAa TAKOTO IMOJAXOJa MOJATBEPHKAAIOTCS IMPUMEPAMHU PACUETOB
3JIEKTPUYECKHX I1IeTIeH C UHAYKTHUBHOCTSAMHM U €MKOCTSIMH, a TAK)Ke MarHUTOIPOBOJIOB.

Kniouesvle cnosa: 66CKOHEYHO MAIOE YHCII0, OCCKOHEUHOCTb, THIIEPACHCTBUTEILHOE YHCII0, HETPAIUITHOHHOS
YHUCIIO, UJ€ATbHBIN pEaKTUBHBIN HJIEMEHT.
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Investigation of Aerodynamic Characteristics of a Two-Bladed Sailing Wind Turbine

The article examines a prototype of a wind turbine with two blades. For experimental work, a mock-up of a
sailing wind turbine consisting of two blades was developed. The material of the sail blades was selected
according to elasticity and lightness, cheapness, roughness of the streamlined surfaces. The study shows the
aerodynamic parameters acting on the blade. The air flow velocity varied from 3 to 12 m/s. The dependence of
the lifting force and the frontal barrier on the air flow velocity was obtained by turning the blades of the wind
turbine so that the angle of attack was o = 00, 150, 300, 450, 600. It is established that when the position of the
blade’s changes, the lifting force and the drag force decrease. With an increase in the angle of attack a > 00
leads to a decrease in the midsection of the wind wheel with respect to the air flow. On this basis, there is a
decrease in aerodynamic forces. As the speed of the air treacle increases, the speed of rotation of the wind
wheel also increases. However, during the experiment it was found that the location of the blades at different
angles affects the numerical value of the rotational speed. According to the conducted experiments, several
values were obtained. The analysis of the obtained values is carried out. A graph is constructed based on the
dependence of the wind wheel rotation frequency on the wind speed with a change in the angle of attack. A
wind turbine with blades with a variable angle of attack, which, turning, gradually become more parallel to the
direction of the wind. Centrifugal forces regulate the inclination of the blades, and as a result, the speed of
rotation of the wind wheel, and keep the wind generator at the nominal speed of rotation.

Keywords: lifting force, wind power plant, drag force, angle of attack, wind speed, rotational speed.

Introduction

The limited fuel reserves in the world by the end of the twentieth century led to a revival of interest in
wind energy, which is almost endless.

It is important for Kazakhstan to develop environmentally friendly energy technologies to avoid
environmental pollution caused by coal-fired power plants. In addition, the development of renewable energy
sources diversifies the economic and energy sectors of the country, while improving the environment and human
health. The climate in Kazakhstan is favorable for the construction of wind power plants due to the presence of
wind corridors with a wind speed of more than 5 m/s, which is necessary for the operation of wind turbines.

The development of renewable energy in general gives Kazakhstan the opportunity to build a strong
economy and meet its demand for energy consumption [1]. According to annual meteorological data, the
average annual air flow velocity is 3-3.5 m/s, which varies from the terrain of the territory [2].

In this regard, the development and research of wind turbines that work efficiently and generate electricity
at low wind speeds is relevant.

At low wind speeds from 2 m/s to 5 m/s, sailing wind turbines have an advantage in the form of starting
the operation of the wind wheel and generating electric energy over traditional blade wind turbines.

Also, sailing wind turbines have increased efficiency compared to classical wind turbines [3] due to the
so-called adjustment to the direction and strength of the wind. If conventional wind turbines have an efficiency
of 30 %, then a sailing-type wind turbine gives all 80 %. Its efficiency exceeds the blade-type wind turbines
by 2.3 times.

An important advantage is that the operating costs of sailing wind turbines are twice as low as those of
conventional installations.

The original design of the wind wheel makes it possible to do without other weather- or wind-oriented
devices [4-6].

Sailing aerodynamic surfaces are installed to the wind in such a way that they provide maximum resistance
to the air flow, that is, they have high frontal or aerodynamic resistance. This position allows them to create
maximum pressure on the surface and obtain, respectively, the maximum driving (aerodynamic) force [7].
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To increase the strength of the sail blade, the authors of the patent for the invention [8] included wind
turbines of wind intakes and wind deflectors in the design, which are made of sail fabric with the possibility
of lifting and lowering it, in which part of the blade of the rotor blades from the inner rib is made whole, and
the rest up to the outer rib is in the form of vertical blinds. However, the disadvantage of such a design is the
bulkiness and complexity.

The novelty of the work is the addition of an adjustment mechanism to control the pitch of the blade
rotation by changing the angle of attack when the wind increases.

The aim of the authors' work is to study the aerodynamic characteristics of a two-bladed sailing wind
turbine. This goal is achieved by the following tasks:

- creating a layout of a two-bladed sailing wind turbine;

- conducting experiments in the T-1-M wind tunnel,

- determination of the drag force of the sail blades from the angle of attack at different wind speeds;

- determination of the lifting force of the sail blades from the angle of attack at different wind speeds;

- finding the rotation frequency of the wind power plant from the angle of attack at different wind speeds.

Experimental methodology

To create a real wind turbine design with sailing blades, a two-bladed sailing wind turbine was developed
and created, where the blades are made of elastic, lightweight and durable material [9]. The material of the
raincoat, having a high density, also has a large roughness of the streamlined surfaces. The elasticity and
lightness of the raincoat material ensures the flexibility of the surface, which is well amenable to fluctuations
in the air flow, which reduces its resistance. An estimated comparison of the resistance of a solid triangular
plate of a similar area showed significantly greater resistance than that of a movable, self-regulating air flow
form, triangular sail.

The wind wheel is fixed through bearings to the mast. The mast is made of 40 mm plastic pipes. The
metal axis of rotation of the wind wheel and the metal frame of the blades are fixed to the bearings. The
triangular shaped blade frame consists of two metal rods 22 cm and 13 cm long.

A sail cloth is fixed to the frames of the blades. The material of the sail consists of a raincoat fabric [10].
Raincoat is a fabric made of natural or synthetic material, which is impregnated with a special moisture—
repellent substance. This substance protects the material from getting wet and helps to remove moisture. The
material of this nature is convenient and necessary for use in rainy and snowy seasons.

Experimental studies were conducted at the Scientific Center “Alternative Energy” in the laboratory
“Aerodynamic Measurements” of the Faculty of Physics and Technology of the Academician E.A. Buketov
Karaganda University.

All experimental studies were carried out in the T-1-M wind tunnel. Drag forces and lift were measured
on aerodynamic scales. The location of the sailing lines in the working part of the T-1-M wind tunnel is shown
in Figure 1.

The flow rate was controlled using the wind tunnel control panel and varied from 3 m/s to 12 m/s.

When the wind increases, the adjustment mechanism controls the pitch of the blade rotation, changing
the angle of attack. The rotation speed of the wind wheel will slow down and the wind turbine will have a
stable output power and safe operation and maintenance. The wind wheel will never go beyond the permissible
limits of rotation speed, even when faced with variable wind speed and strong storms.

(]

b)
1 — blade frame, 2 — blade material, 3 — wind wheel rotation axis, 4 — mast.
Figure 1. Location of the sail blade in the working part of the T-1-M wind tunnel (a), schematic diagram (b)
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The wind wheel (Fig.1), driven by the thrust of the sail blades, experiences the action of several forces,
of which the actual thrust force and the lifting force arising on the sails are useful. Another component is the
drag force of the sail.

The novelty of the prototype is that the fabric is attached to an L-shaped base.

Based on laboratory studies, the sailing aerodynamic surfaces of the prototype showed maximum
resistance to air flow, i.e. high frontal or aerodynamic drag.

When studying the effect of wind on a sail, a whole set of forces arises on it, including aerodynamic force.
A rarefaction region appeared on the outside of the sail, where aerodynamic forces arise, the resultant of which
R (Fig. 2) is almost perpendicular to the chord of the sail — the segment connecting the edges of the sail. The
value of the force, as well as the point of application of the resultant, strongly depend on the angle at which
the sail (its chord) is to the wind — this angle is called the angle of attack, as well as the bending of the sail
(the potbellied was 5 cm), wind strength and how much the incoming wind flow is laminar, that is, without
vortices and turbulence.

If we decompose the aerodynamic force into two components — parallel X and perpendicular to the wind
Y, then we can estimate how much the sail will tend along with the wind and move perpendicular to the wind.
In this case, the Y component is called the lifting force (because it is this force that causes the blade to rise
when the blade is horizontal), and the X component is the drag force of the sail.

Figure 2. Distribution of forces on the surface of the sail blade

If we consider the movement of the wind engine in sharp directions to the wind, then the efficiency of
the sail as a driving force depends on the same parameters as the efficiency of the blades when creating lift:

— surface area of the sail;

— the profile of its cross-section;

— the angle of the installation of the sail in relation to the incoming air flow (pennant wind) and wind
speed,;

—aerodynamic elongation and shape of the sail contour.

The blades of a wind turbine with a dynamically changing surface have a shape that allows you to get the
maximum effect from the wind force at minimal cost. The choice of blade material also affects the aerodynamic
parameters or the performance of the wind turbine.

Research results

The resulting aerodynamic force of the sail is formed by two main components: lifting force (Fy) and drag
force (Fy). The lifting force (Fy) acts at right angles to the wind, and the drag force (Fy) acts downwind. As the
wind speed increases, the drag force grows faster than the lifting force. Therefore, for different wind speeds,
different forms of sails differ, which have optimal lift-to-drag ratios.

Figure 3 shows a graph of the dependence of the drag forces of the sail blades on the angle of attack at
different wind speeds.
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Figure 3. Graph of the dependence of the drag forces of the sail blades
on the angle of attack at different wind speeds

The dependence of lift and drag on the angle of attack is crucial in determining the effectiveness of the
sail blade.

As can be seen from the graph, a change in the drag force at the angle of attack o is obtained=0°, 15°, 30°,
45°, 60° in different wind speeds. When analyzing the quantitative values of the drag force, it was found that
at 0 degrees with an increase in wind speed, the drag force value becomes higher. The maximum value of Fx
=34 Nisata=0°and 12 m/s.

Figure 4 shows a graph of the dependencies of the lifting force of the sail blades on the angle of attack at
different wind speeds.
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Figure 4. Graph of the dependence of the lifting force of the sail blades on the angle of attack at different wind speeds

Figure 5 shows a graph of the dependencies of the rotational speed of a prototype wind power plant on
wind speed. It is shown how the value of the lifting force changes with an increase in wind speed and a change
in the angle of attack. It is established that at the angle of attack o = 0 °, the maximum values of the lifting
force are obtained. The measurement error is 1-2 %.

The lifting force is the result of an uneven distribution of air pressure on one side compared to the other
side of the sail blade. Based on this, according to the Bernoulli principle, the sail has a lower air pressure on
the front (leeward) side and more pressure on the rear (windward) side. With a minimum angle of attack, since
the flow smoothly flows around the sail blades, there is a smooth transition from low pressure on the leeward
part to higher pressures on the windward part.
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It is necessary to pay attention that the sail blades with a high angle of attack have a very low pressure
near the front, which is then followed by a sharp increase in pressure. In this case, the boundary layer cannot
withstand such a rapid increase in pressure, as a result of which the flow is separated, and the flow is disrupted,
which entails a decrease in the value of the lifting force.

From the obtained dependences (Fig. 3-4), the proportional dependence of the lifting force and the drag
force of the blades on the angle of attack is visible.
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Figure 5. Dependence of the rotation frequency of the wind power plant on the angle of attack at different wind speeds

Figure 5 shows that an increase in wind speed leads to an almost linear increase in the number of
revolutions of the wind wheel per minute. This is due to the fact that with an increase in the wind speed running
into the wind wheel, the pressure force acting on the sail blades increases linearly. It is established that at an
angle of attack of 0, the maximum aerodynamic quality of the wind wheel is realized. At a given angle of
attack, maximum aerodynamic forces arise, which causes the wind wheel to rotate.

Conclusion

In the course of the study, the following optimal results were obtained:

- a graph of the dependences of the drag forces of the sailing blades on the angle of attack at different
wind speeds, based on it is established that the maximum value of Fx = 34 N has at o. = 0% and 12 m/s. This
fact is explained by the fact that with an increase in the deviation of the flow direction from the perpendicular
to the plane of the blades, a restructuring of the turbulent air flow around the wind turbine occurs. In a turbulent
flow, as a result of interaction with secondary flows created by the sail blades, pressure discharge zones appear,
the volume of this discharge zone varies depending on the angle of attack of the air flow. As a result of the
interaction of the pressure field created by the main flow and the discharge zone created by the secondary flow,
we have a complex dependence, where the drag force with increasing flow velocity and angle of attack begins
to decrease sharply. This is due to the turbulence of the flow, as a result of which turbulent vortices create
additional aerodynamic drag;

- a graph of the dependencies of the lifting force of the sailing blades on the angle of attack at different
wind speeds, based on which it is determined that at the angle of attack o = 0 °, the maximum values of the
lifting force are obtained, because at the minimum angle of attack, the flow smoothly flows around the sailing
blades, there is a smooth transition from low pressure on the leeward part to higher pressures on the windward
part;

- the dependence of the rotation frequency of the prototype wind power plant on the wind speed, at which
it is established that, at an angle of attack of 0°, the maximum aerodynamic quality of the wind wheel is
realized.
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A. K. TneyGeprenosa, H.K. Tanamesa, K.M. lllaitmepnenosa, H.K. bormaes,
JILJI. Munbkos, C.b. KacueB

Exikamakmanbl skeJKeH/i 2KeJ1 KOHIbIPFbICHIHBIH 23PO0AUHAMHKAJIBIK
CHIIATTAMAJIAPBIH 3epTTey

Makanaza exikaJakIiaibl )KeIKEeH/I1 el KOHABIPFBICHIHBIH TOXKIPUOEINIK YITici 3epTTeNnTeH. DKCIIepUMEHTTIK
JKYMBIC JKacay YIIiH KeJIKCHIl eKiKaIaKIIagaH TYPaThIH el KOHIBIPFBICHIHBIH MaKeTi jkacaiibl. JKemkeHmi
KalaKIiagapAblH MaTepuaibl HMKeMIUTINT MEH JKEHUINIr, ap3aHIbiFbl, TETICTENreH OeTTepIiH Kemip-
OYIBIPIBIFEl OOMBIHINA TaHAAN albIHIBL 3epTTey OaphIChIHIA KallaKllara ocep CTETiH a’pOJHHAMHUKAIIBIK
napameTpiiep KopceTiIreH. Aya aFbIHBIHBIH KbULIaMABIFbI 3-TeH 12 M/c-Ka naeitin e3repai. [aOybut Oyphinib
a=0°, 159, 30°, 45°, 60° GonaTeiHAAll KeJl KOHIABIPFBICHIHBIH KANAKIIAIAPhIH Oypa OTBIPHII, aya aFbIHBIHBIH
JKBUTJAM/IBIFBIHA KOTEPY KYIIi MEH MaHAAMIBIK KeIepTi KYIIiHIH ToyeNaiiri ansiHapl. Kanakmanrap opHanacy
JIEHreiiH e3repTKeH e KoTepy KYIIl MEH MaHIaWIbIK Keaepri KYIIiHiH TOMeHIeHTiHI aHbIkTanabl. [a0ysut
Oyphilibl ockeH caiibid 0>00 aya aFbIHBIHA KATBICTHI JKEN JOHFAIAFBIHBIH MHUIEIb KUMACHIHBIH TOMEHCYiHE
anpin Kenemi. COHBIH HETI3iHAE a’pOJMHAMHKAIBIK KYIITEPIiH TOMEHACYi Oaikanaipl. Aya arbIHBIHBIH
JKBUTIAMIBIFBI APTKAH CaWbIH JKEJT TOHFAJAFBIHBIH aiffHaTy KWITIri Ie apraabl. Anaiifa KalakiiaiapIbiH
OpTYpJii OYpBIII kacali OpHATIACybl alfHANy KWIITIHIH CaHIBIK MOHIHE ocep CTETIHIr TaKipube Ke3iHze
aHBIKTANBL JKacanFaH SKCIepUMEHTTEp OOMbIHIIA OipHEIIe MOHICP ANBIHABL. AJIBIHFAH MOHACPTe Taiaay
skacangsl. 1aOypm OyphIMIBIHBIH ©3repyiMeH el JKbUIIAMIBIFBIHA JKEN JOHFaJIaFBIHBIH aifHay JKHLTIri
TOYeNIUTIrT OOMBIHINA IPAdHK TYPFHI3BUIIEL.

Kinm co30ep: KeTepy KYIIi, )Kel dHEPTeTUKANBIK KOHIBIPFBI, MAHIAHIBIK KeepTi KyIIi, I1a0ybl OYPHIIIBL,
JKEIT JKBUIIAMIBIFBI, aifHAITY JKULIITI.
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A XK. TneyGeprenona, H.K. Tanamesa, K.M. Illaiimepnenosa, H.K. bormaes,
JI.JI. Munekos, C.b. Kacuen

HcciienoBanue a3poaAnHAMHYECKHX XaPaKTEPHCTHK ABYXJI0MACTHOI MapycHOM
BETPOYCTAHOBKH

B cratee uccnenoBaH OmBITHBINA 0Opasen BETPOYCTAaHOBKH € JIBYMs JomacTsAMH. I8 SKCIIepUMEHTaIbHOM
paboThl ObUT pa3paboTaH MakeT HMAapyCHOW BETPOYCTaHOBKHM, COCTOSIIEH W3 ABYX JomacTtedl. Matepuan
MapyCHBIX JIONACTEH IMOXOMpAJICS 1O 3JACTHYHOCTH M JIETKOCTH, JEIIEBH3HE, IIePOXOBAaTOCTH OOTEKaeMBIX
MOBepXHOCTeH. B Xoze uccneqoBanys moka3aHbl a3poIMHAMHYECKHE ITapaMeTpHl, JeHCTBYIOIIIE Ha JIONACTh.
CKOpOCTh BO3IYIIHOTO MOTOKa BaphHPOBANach OT 3 mo 12 M/c. 3aBHCUMOCTh TOIBEMHOM CHIIBI U TOOOBOM
Hperpajbl 0T CKOPOCTH BO3AYILIHOTO IOTOKA MOTy4alIH ITyTeM IOBOPOTA JIONACTEH BETPOABUTaTEIs TAK, YTOOBI
yroix araku cocrasisn o = 0°; 15% 30 45° u 60°. YcTaHOBIEHO, YTO NPU W3MEHEHHMH MOJIOKEHHUS JIONACTER
YMEHBIIAIOTCS MOABEMHAs CHIa M CHIa J00OBOro compoTuBieHMs. lIpu yBeqWdeHMH Yraa aTaku
a > 00 HabiroaeTcst yMEHbIIEHHE MUIETBHOTO CEYEHHS BETPOKOIIECA MO OTHOIIEHHUIO K BO3/LyITHOMY TIOTOKY.
Ha 3T0it 0CHOBE TPOUCXOIUT CHIDKEHHE a3pOANHAMHYIECKHX cHIL. I1o Mepe yBennueHus: CKOpoCTh BO3AYLIHOTO
MOTOKa ¥ YacTOTa BpaleHHs BeTpoKojeca Bo3pacTaloT. OHAKO BO BpeMs HKCIIEPHMEHTa YCTaHOBICHO, YTO
pacroyioxKeHHe JIoNacTedl Moa pa3sHbBIMHU yIJIaMU BIIMSIET HA YHCICHHOE 3HadeHHe JacTOThl BpameHus. Ilo
yKa3aHHBIM BBIIIE SKCIIEpUMEHTaM OBLIO ITOJy4eHO HECKONbKO 3HaueHHi. [IpoBeneH aHaIM3 HOIyYeHHBIX
3HaueHnit. [loctpoeH rpaduk 1Mo 3aBHCHMOCTH 4acTOTHI BpALIEHHs BETPOBOI'O Kojeca OT CKOPOCTH BETpa ¢
U3MEHEHHEM yIJla aTakd. BeTpoycTaHOBKa C JIONACTSAMH C H3MEHSAEMBIM YTJIOM aTakd, KOTOPBIE,
MOBOPAYNBAsCh, OCTEIIEHHO CTAHOBHUTCS BCE OoJiee MapauieNbHHBIM K HalpaBlIeHHIo BeTpa. LleHTpobexHbie
CHJIBI PETYNIHPYIOT HAKJIOH JIOMAaCTeH M, KakK CIIEICTBUE, CKOPOCTh BpAIIEHHs BETPOKOIeca, W Aepxkar
BETPOTEHEPATOp NPHU HOMHUHAIBHON YacTOTE BPAICHUS.

Knrouesvie crnosa. nogbeMHast CHJIa, BETPOOHEPI€TUYICCKasA YCTaHOBKA, CHUJia J1000BOTO COIIPOTUBJICHUSA, YT'OJI
aTaKu, CKOPOCTb BETPA, 4aCTOTa BpalliCHUSA.
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Comparative study of evolution of structured flows at boundary of the regime change
“diffusion — concentration convection” in isothermal multicomponent mixing in gases
by techniques of visual and numerical analysis

During isothermal multicomponent diffusion process, the number of effects appear that are not observed
visually when mixed in binary mixtures. These include occurrence of convective instability with subsequent
formation of structured flows. The feature of this type of mixing is that convection is realized under conditions
of decrease in density of mixture with height. Flow visualization method allows to fix information about
distribution of medium parameters by dynamics of structures in convective flows. Application of computer
processing methods, as well as techniques of identifying images of thermophysical fields, allows to obtain
quantitative information about convective flows. For an isothermal ternary gas mixture heliumargon-
nitrogen, shadow images of structural formations formed in convective flows due to the instability
of mechanical equilibrium are represented in this work. To carry out digital analysis of experimental
shadow images, a simplified virtual model of the lower chamber of the diffusion cell was created.
Based on digital analysis of visual images, quantitative characteristics related to estimation of the
size of convective formations, period of their formation, and linear velocity of convection cells when
moving through diffusion channel are presented. It has been established that the growing convective
disturbances arising in the system cause a change in the characteristic scale of convective cells. The
analysis of shadow images also showed that a vortex is formed in convective flows, which consists
mainly of a component with the highest molecular weight. Comparison of visual images of
experimental fields with simulation flows is implemented, on the basis of which composition of
mixture components in convective structures is estimated. It is shown that the obtained value of the
concentration of the heavy component in the vortex filament can be taken as the minimum.

Keywords: gas mixtures, diffusion, instability, convection, visualization, shadow image, digital
technologies, numerical modeling.

Introduction

Convective instability in gases and liquids is occurred in many technological schemes, therefore its
description appeared wide interest in experimental-practical and computational-theoretical plans. Natural
gravitational convection caused by instability of mechanical equilibrium of the system is complex type of
motion of continuous medium with different spatial and temporal scales [1, 2]. Most modern studies of systems
in which Rayleigh-Benard convection and its analogues occur themselves are based on a system of equations
of continuum dynamics, mass transfer and heat simplified within the Boussinesq approximation. This approach
proved to be very productive, as it allows to identify spectrum of parameters that determine transition from
stable state to an unstable one [3, 4]. Due to number of simplifications, approach presented in [1-4] does not
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fully consider dynamics of continuous medium in channel of given shape, as well as nonlinear spatial effects.
Obviously, that with invention of powerful modern computers appears possibility to conduct computational
experiments based on the numerical solution of equations used in mathematical model of physical phenomenon
or process under study. However, question of correctness of comparative analysis of numerical results with
reference experimental indicators raises. Moreover, such indicators can be not only direct and indirect
experimental data, but also images of convective flow fields, which are the main source of information about
distribution of medium parameters, configurations and dynamics of structures in the flow, current lines,
turbulent vortices, etc. Panoramic visualization of convective flow field of medium is not only an important
way to obtain information about structured flows in experimental studies of gas, liquid and plasma, but also
provides benchmarking for testing software packages and algorithms in computational thermophysics [5].

Among wide variety of experimental visualization of convective flows in gaseous media, optical methods
for studying transparent media based on the phenomenon of light deflection when it passes through
inhomogeneities of density of transparent medium have become widespread [6]. As it is known, optical
refractive index of medium n is equal to ratio of speed of light in medium to the speed of light in vacuum and
is related to the local density of medium p by the Lorentz-Lorentz formula, which for gases has the form [5,
6]:

— =k, (1)

where k is a constant value that has its characteristic value for particular gas.

If gas flow is inhomogeneous, in this case optical refractive index of medium in the studied flow area
depends on coordinates (x, y, z). During flow area with variable density is illuminated, beam propagating
parallel to the z axis and passing through inhomogeneity deviates from original direction of propagation by an
angle a

L
0
a !axlnn(x,y,z)dz. (2)

Density changes are summed up in direction of the light beam in medium under study and thus integral
value of density change is recorded. In shadow visualization of the gas flow field, change in illumination is
proportional to the degree of change in density gradient of gas. In presence of strong density gradients in flow,
additional deflections of beam occur on surface of convective formation, which is dark area from the side of
incoming flow in the form of light field of varying intensity.

Until recently, images obtained in framework of approximation (1), (2) were mainly of qualitative nature.
However, with advent of digital age, computer processing methods, image recognition analysis tools for
thermophysical fields, numerical methods modeling the motion of continuous medium allow to obtain
guantitative information about flows [7-9]. Therefore, investigate of dynamics of structured flows resulting
from convective instability of isothermal triple gas mixtures by comparing visual and numerical methods
seems relevant, since it allows to obtain new guantitative information about partial flows of components.

The objectives of the proposed study are:

1. Obtaining visual shadow images of convective formations caused by the instability of mechanical
equilibrium in an isothermal ternary mixture of helium — argon — nitrogen at high pressures.

2. Estimation of the characteristic dimensions of convective structures, which mainly consisted of a
component with the highest molecular weight, and the speed of their movement in a medium with a lower
density.

3. Using the FlowSimulation software included in the SolidWorks package [9], to consider the possibility
of numerical simulation of individual stages of the movement of a transient structured convective flow, within
which it is possible to calculate the threshold values of the concentration of the heavy component in the
convective structure in the lower flask of the diffusion cell (DC).

4. Comparison of the results of numerical simulation with quantitative characteristics obtained from the
analysis of shadow visual images.

Optical experimental visualization of convective flows during isothermal mixing of triple gas mixtures

Experimental studies of multicomponent mixing in gas mixtures with significant difference in diffusion
coefficients have shown that, under certain conditions, convective instability may occur in them, followed by
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appearance of structured flows [10, 11]. Further experimental [12-14] and computational-theoretical [15-17]
studies have shown variety of thermophysical concentration flows at the boundary of “diffusion—convection”
regime change. Feature of registered flows is that occur in gas systems under condition of decrease in the
density of mixture with height, which is not typical for diffusion. In this regard, visual registration of dynamic
features of convective flows occur particular importance, as it allows obtaining new experimental information.

Traditionally, multicomponent mixing in gas mixtures at elevated pressures is studied on devices
implementing the two-column method [10, 12]. Methodology of experiment is detailed in the works [10, 12,
13], so necessary to pay attention only to the main stages of experimental study. The upper and lower flasks
of diffusion cell (Fig. 1a) were filled with studied gas mixtures up to pressure of the experiment. Next channel
connecting flasks was opened and at the same time, start time of the mixing process was fixed. At the
completion of the experiment, channel closed, after registered time of mixing completion, and then conducted
mixtures analysis from every flask by chromatography method. Experimental concentrations compared with
numerical by Stefan-Maxwell equations values [18] by assuming diffusion process.

Diffusion cell (DC) was modified and experimental procedure was adjusted to obtaining visual
information about dynamic processes in gas flows. In the modified diffusion cell in the lower and upper
cameras windows made of quartz glass with diameter of 60 mm and a thickness of 20 mm were viewing (Fig.
1b). Windows allowed viewing almost inside part of the upper or lower cameras. Flasks were connected by
diffusion channel with optical windows, which allowed visualization of convective structures inside channel
(Fig. 1c). Parts of connecting channel exits by center of upper and lows of the flasks of diffusion cells (DC).
This construction allowed possibility to observe mixing process not only medium of channel, and also at the
end of the channel. Geometric parameters of DC are follows: volumes of the lower and upper flasks are 226.8
and 214.5 sm?; cross—sectional area of the channel is 6.1 x 6.1 mm?, and its length is 165.4 mm.

T4

o

a) b) c)

Figure 1. Diffusion cell of the two-column method: a) Plan DC. 1, 3 — lower and upper flasks; 2 — a block with
diffusion channel; 4, 5 — fitting [14]; b) DC with viewing windows;
¢) Diffusion channel

To visualize convective flows, principle of the Schlieren system [6] was used, which consists in the fact
that part of the light deflected when passing through inhomogeneity of gas density is delayed by the edge of
knife installed in the focal plane of beam that passed through the area under study. As a result, change in
illumination of the corresponding image areas is recorded. Changing illumination at point with density
inhomogeneity is determined by magnitude of the beam deflection angle, focal length of the second lens and
size of light source. When visualizing gas flow field by the Schlieren method, change in illumination is
proportional to the gradient of gas density in area under study in the direction perpendicular to the knife edge.
As a result, vortex structures and rarefaction areas are better visualized [5]. Optical scheme for obtaining
shadow images is shown in Fig. 2 [14] and does not require additional explanations. Image was fixed to video
camera by rotating the image 90° through prism not indicated in optical scheme (Fig. 2) and located after lens
11.
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Figure 2. Optical scheme: 1 — light source; 2 — condenser lens; 3 — lightfilter; 4 — main protective glass lens; 5 — slit;
6 — main lens; 7 — camera of diffusion cell; 8 — receiving lens; 9 — knife; 10 — safety glass receiving lens;
11 —lens [14]

a) b) ©)

Figure 3. Motion of vortex cord in the diffusion cell. System 0.5143 He + 0.4857 Ar — N,
p =2.54 MPa, T =298.0 K: a) — section of diffusion channel in the upper camera; b) — middle of the diffusion
channel; ¢) — section of diffusion channel in the lower camera

Figure 4. Shadow images of gas mixture separation zone in the upper chamber of diffusion cell for system 0.5143
He + 0.4857 Ar — N at p = 2.54 MPa, T = 298.0 K: a) Initial stage of the process; b) Mode of periodic formation of
vortex structures

Shadow visualization of various mixing modes was implemented when studying the evolution of
convective flows in an isothermal triple gas mixture of helium-argon-nitrogen, which arose at boundary of the
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regime change “diffusion — concentration gravitational convection”. Thermophysical parameters of transition
and geometric characteristics of channel providing the kinetic transition from one state to another were
calculated within the framework of theoretical analysis for convective stability of multicomponent gas mixture
[15].

Figure 3 shows shadow images of vortex convective cords in different coordinates of the diffusion
channel. Analysis of presented shadow patterns indicates that convective vortex is clearly recorded, mainly
consisting of component with the highest molecular weight. A frame-by-frame analysis of visual images from
the beginning of the diffusion process and the subsequent formation of convective flows makes it possible to
estimate the time required to reach the front of the vortex filament from the cutoff of the diffusion channel
(Fig. 3a) to the border of the lower flask window (Fig. 3c) in 1 s. This, according to rough estimates, is
equivalent to a speed of 0.025 m-s™,

Figure 4 shows shadow images of gas mixture separation zone at the initial stage of steady-state process
(Fig. 4a) and after ~ 0.5 s. (Fig. 4b). At the initial stage, descending convective structured vortex flows are
clearly recorded. The change in the characteristic scale of convective cells from 1.3 mm (Fig. 4a) to 2.1 mm
(Fig. 4Db) is associated with growing convective disturbances in the system. A visual study of the evolution of
convective flows at the initial stage of mixing showed that the characteristic size of the vortex filament in the
diffusion channel is in the range of 1.3-3.5 mm.

Verification of experimental shadow images of convective flows with computational
simulations of shadow images

The introduction of digital technologies in the methods of analysis of thermophysical flows and the
expansion of the possibilities of numerical modeling makes it possible to mutually supplement the data of
experimental visualization of flows, to validate models and algorithms for numerical calculations [19].
Verification of the calculated and experimental images of the fields of concentrations, density, temperature,
and other thermophysical characteristics of the combined complex gas-dynamic flow shows satisfactory
agreement in detailing the results of the experiment and subsequent interpretation of the characteristic features
of the observed effects [19-20].

Based on the approaches outlined in [19-20], there is an assumption that some features associated with
the evolution of convective flows caused by the instability of the mechanical equilibrium of the mixture can
be detailed using algorithms for the numerical solution of continuum equations included in the packages of
applied calculation programs. In this work, such a calculation was carried out using the FlowSimulation
program included in the SolidWorks package created for a simplified virtual model of the lower chamber of a
diffusion cell [9, 21].

Within the framework of the FlowSimulation calculation program, heat and mass transfer in vertical
rectangular channels is modeled using the Navier-Stokes equations, as well as relations describing the
conservation of mass, momentum and energy in a given medium [9]. When modeling convective flows, effect
of turbulence averaged over small time scale on the flow parameters is used, and large-scale time changes in
components of gas dynamic flow parameters averaged over small time scale are considered by introducing the
corresponding time derivatives [9]. As a result, equations have additional terms — Reynolds stresses, and to
close this system of equations, the equations of transfer of kinetic energy of turbulence and its dissipation are
used in the framework of the k-& model of turbulence [22].

Comparison of the calculated simulation of convective formation with the experimentally observed
shadow image is shown in Figure 5. When modeling movement process of front of structural formation in the
lower flask, the concentration of the heaviest component of the mixture (argon) in the formed vortex structures
with the following component concentrations at the outlet of the lower end of the diffusion channel was
estimated: car = 0.92 and cwe = 0.08 mole fractions (Fig. 5a).

At lower values of argon, the implementation of the simulation flow was not observed. It can be
considered that the obtained concentration value (car = 0.92 mole fractions) can be taken as a threshold value.
In this case, it is obvious that the real value of the concentration of the heavy component in the vortex filament
can be even higher. The velocity of movement of the imitation convective structure in the lower chamber of
the diffusion cell is 0.027 m-s™, which is in satisfactory agreement with the experimental values given in the
previous section. In this regard, it can be assumed that for structured flows caused by the instability of the
mechanical equilibrium of the mixture, the scales of inhomogeneities, sizes and dynamics of formations can
be obtained in a simulation manner and compile quantitative information about the flows. It can be considered
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that the comparison of numerical and experimental images of the flow visualization leads to quantitative
estimates that refine the models for describing the thermo-concentration distributions for a given
thermophysical field.

2 5mm

a)

Figure 5. Comparison of the movement of convective flow front in the initial stage of mixing caused by the mechanical
equilibrium instability of the ternary system 0.5143 He + 0.4857 Ar— No at p = 2.54 MPa, 7 =298.0 K in the lower
chamber of diffusion cell: a) Computational simulation of shadow images at car= 0.92, cre = 0.08, t = 1.0 s; b) Shadow
image of convective formation in the lower chamber of diffusion cell

Thus, analysis of images shown in Figures 3-5 allows to specify the mixing mechanism caused by
instability of mechanical equilibrium in isothermal triple gas mixtures, provided that density of mixture
decreases with the height of channel, which was formulated in [10, 11, 14, 15]. As it was shown in [23] under
isothermal conditions due to the high mobility of helium molecules, its active penetration into nitrogen forms
an increased argon content in the upper part of the channel, thereby forming an inversion layer in density,
causing convective movement of the component with the highest molecular weight due to gravity. Active
motion of the argon leads to convective displacement of nitrogen to upper chamber. Shadow images fix the
dynamics of the separation process of argon and helium during their interaction with nitrogen in different
coordinates of the diffusion channel (Figs. 3-4). Entry of convective flows, predominantly consisting of
nitrogen into the upper camera, implements mixing mechanism similar an inversion layer formation. At the
same time, the high diffusion mobility of helium ensures its priority penetration into the ascending nitrogen
flows, thereby reducing its content in the local convective area and making shadow visualization invisible.
Argon enrichment of convective formation with subsequent occurrence of hydrodynamic flow of component
with the highest molecular weight leads to movement in vertical channel connecting flasks of the DC. In this
case, counter (ascending and descending) convective flows are formed in the channel, i.e. a diametrically
antisymmetric movement is observed (the channel is divided by a vertical plane passing through the axis into
two parts, in one of which the gas rises, and in the other it falls). Counter flows differ in composition. The
downstream contains more argon than the upstream, which is predominantly nitrogen. When moving due to
transverse diffusion, the flows will exchange molecules of the light component (helium). The descending flow
will be depleted in helium, which leads to an increase in the intensity of the convective flow. Process will
continue until argon concentration exceeds certain critical value in the local areas near the cutoff in the upper
part of diffusion channel. The resulting circulation of the gas mixture explains the continuity and sufficient
duration of the process of convective separation in the case of diffusion instability, which was recorded in
experiments [10, 11, 14].

Conclusions

Researches are conducted on the study of visual shadow images of structural formations that arose in
convective flows due to the instability of the mechanical equilibrium of the isothermal triple gas mixture
helium-argon-nitrogen showed:
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1. Application of digital technologies for processing visual shadow images allows to obtain quantitative
characteristics for estimating the size of convective formations, period of their formation, and linear velocity
of convection cells when moving through diffusion channel.

2. Comparison of visual images of experimental fields with simulated flows obtained numerically
provides an opportunity to evaluate quantitative characteristics associated with the composition of components
in convective cells, their subsequent dynamics in a medium with different density.

3. The introduction of digital technologies in the methods of registration and analysis of visual images of
convective flows makes it possible to verify numerical models of diffusion instability processes. Comparison
of digital processing of the results of a physical experiment with the results of numerical simulation makes it
possible to clarify the mechanism for the occurrence of convective instability during isothermal mixing in
ternary gas mixtures, and to detail the types of vortex flows.
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B.H. Kocos, C.A. Kpacukos, C.M. benog, O.B. ®enopenko, M. XKanenu

KepiHeTiH 'koHe caHIBIK Taj1ay KypaJlapbIMeH ra3iapAaarbl H30TePMHUSIIBIK
KOINKOMIIOHEHTTI apaJiacTeIpy Ke3dinae «1u(pPy3uss — KOHIEHTPALUSIIBIK
KOHBEKIMS» PesKUM/IePiHiH 03repy MeKapacbIHIAFbl KYPbLIbIMAAIFAH
arpICTapAbIH IBOJTIONHUACHIH CAJIBICTBIPMAJIBI 3epTTEY

Tazmapnarsl M30TEPMISUIBIK KONKOMIOHEHTTI Mudy3us KesiHme OHHapIBl Kocllajap apajackaH KesJe
GalikaMaiTeIH OipKatap acepiiep OpbIH anajabl. byraH KOHBEKTHBTI TYpPaKCBHI3IBIKTBIH Maiaa OOIysl, COTaH
KeiiH KypbUIBIMIBIK aFrbICTapIblH Maiaa Ooiysl jkaTambl. ApanacThIpyIbIH OYJI TYpIHIH epekmieniri —
KOHBEKIHUSI KOCHAHBIH THIFBI3/IBIFBIHBIH OUIKTIMIMEH TOMEHJIeYl JKaFaifbIHAa XKy3ere achIpblIambl. AFBICTHI
BU3yaIM3alUsIay ONiCi KOpHIaFaH OpTa MapaMeTpICpiHiH Tapalybl, KOHBEKTHBTI aFbIHAAPIAFHI
KYPBUIBIMIAPBIH THHAMUAKACHI TYpajibl aKIapaTThl ayFa MyMKiHIIK 6eperi. KoMmbroTepiik eHaey omicTepiH,
COHZali-aK KbLTYy PH3HUKAJIBIK 6picTepiH KeCKiHIH aHBIKTayFa apHaJIFaH Kypajlapbl MaiianaHy KOHBEKTHBTI
aFbIHAAp Typajbl CaHIBIK aKMaparThl ajyFa bIKHau ereni. Makaiaia «reiuii-aproH-a3oT» H30TEPMHSIBIK
YIITIK Ta3 KOCHAchl YINiH MEXaHWKaJbIK TeHe-TeHMIKTIH TYpPaKChI3IbIFBIHAH KOHBEKTHUBTIK arblHIapna
TY3UIETIH KYpBUIBIMABIK TY3UTICTEpAiH KeOJICHKeNI KecKiHnmepi OepiireH. OKCIEpPUMEHTTIK KeJICHKeIl
KeCKIHAEPIIH CaHABIK TaNJayblH OJKYPridy YIIH IU(QGY3MSUIBIK YAIMIBIKTBIH TOMEHIT KaMepachIHBIH
KCHITICTIITCH BUPTYaIbl MO skacaiabl. KepHeki KeCKiHIep/ i CaHIbIK Tajljay HeTi3iHae KOHBEKTHBTI
TY3UTIMAEPIiH MeIIIepiH, oNapAblH Maiina 0oy Ke3eHiH, MUPQY3UIBIK KaHAN apKbUTBI KO3FaIy Ke3iHe
KOHBEKIMS YSIIBIKTAPBIHBIH CBI3BIKTBIK JKbUIIAMIBIFBIH Oaranayra OaillaHBICTBI CaHIBIK CHMaTTamasap
Oepinren. KoHBeKTHBTI YHBITKyNapablH >XKyieae ocyi KOHBEKTHBTI YSIIBIKTHIH CHIATTHl MacUITaOBIHBIH
e3repyiHe okeneTiHi aHbIKTanabl. COHBIMEH KaTap, KOJCHKENI KeCKiHAep i Talaay KOHBEKTUBTI aFbIcTapa eH
YJIKEH MOJIEKYJIaNbIK CaJMarbl Oap KOMIIOHEHTTEH TYpPAaTblH KYWBIH Maiga OOJNATBIHABIFBIH KOPCETTi.
DKCIEePUMEHTTIK opicTep/IiH KOpiHEeTiH KECKiHIepiH MIMUTAMSUIBIK aFBICTAPMEH CaJIBICTBIPY JKYPTi3iJii, OHBIH
HeTi31H/Ie KOHBEKTHBTI KYpPBUIBIMIapAaFhl KOCIIa KOMIIOHEHTTEPIHIH KypaMbl Oarananabl. KyHbIHIbI ChIMIarsl
aybIp KOMIIOHEHTTIH KOHLICHTPALMSCHIHBIH aJbIHFaH MOHI MHHUMAIIIbI peTiH/ie KaObLIJaHybl MyMKiH €KeH/IIr1
KOPCETIIreH.

Kinm ce30ep: ta3 xocmamapbl, aupQy3us, TYPaKCHI3OBIK, KOHBEKIHWS, BHU3yaJM3alus, KOJCHKENl KEeCKiH,
CaHJIBIK TEXHOJIOTHSIIAP, CAHABIK YIITiIey.

B.H. Kocog, C.A. Kpacuxos, C.M. benos, O.B. ®enopenko, M. Kanenu

CpaBHHTe/IbHOE HCC/IE0BAHNE IBOJIONMH CTPYKTYPHPOBAHHBIX TeYECHU HA TPAHMLE
CMEHBI Pe:KUMOB «IM(PPYy3MI—KOHIEHTPALMOHHAS] KOHBEKIHS» NIPH H30TePMHUYECKOM
MHOTOKOMIIOHEHTHOM CMellleHHH B ra3ax cpeJAcTBAMH BU3YaJbHOI0 U YMCJIEHHOI 0
aHaJIu3a

IIpn n3oTepMmuvecKoil MHOTOKOMITOHEHTHOH auddy3un B ra3ax mpossisiercs psan 3¢ ¢eKToB, KOTOpbIE HE
HaOJIIOAIOTCSl TIPH CMEIICHWH B OHMHApHBEIX cMecsiX. K TakoBBIM MOMKHO OTHECTH BO3HHKHOBEHHE
KOHBEKTUBHOM HEYCTOIYMBOCTH C MOCIEAYIOIMM O0pa30BaHHEM CTPYKTYPHUPOBAaHHBIX TEUEHHIL.
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OCOOEHHOCTh TAKOTO THIIA CMELICHUS 3aKJII0YaeTcsi B TOM, YTO KOHBEKIMSA peau3yeTcs NPH YCIOBHAX
YMEHBIIEHHS IIOTHOCTH CMECH C BBICOTOW. MeToj BH3yalM3allMd IOTOKOB I03BOJSET (UKCHPOBATH
HHOOPMAIMIO O pachpeneleHHH MapaMeTpOB Cpelbl, AWUHAMHKE CTPYKTYp B KOHBEKTHBHBIX MOTOKAaX.
Hcnonp3oBaHne METOIOB KOMIBIOTEPHOW 00pabOTKH, a TakkKe CPEICTB WACHTH()HUKAIMH H300paKeHUI
TEINIO(QU3NIECKUX TOJICH CIIOCOOCTBYET MOJMYYCHHIO KOJHMYECTBEHHOW WH(OpMAIMU O KOHBEKTHBHBIX
norokax. B craree ans uM30TepMHUUECKOl TPOMHOI Ta3oBOM CMECH «rellMid—aproH—a30T» IpeICTaBlICHbI
TEHEBbIC H300paXKCHUS CTPYKTYPHBIX (OPMUpPOBAHUI, 00pa30BaBIIMXCS B KOHBEKTHBHBIX IIOTOKAX,
00yCIIOBIEHHBIX HEYCTOWYMBOCTHIO MEXaHWYECKOTO paBHOBecHs. s ocymiecTBiIeHUs nu(POBOrO aHANIU3a
SKCHEPHUMEHTAIBHBIX TEHEBBIX HM300pakeHMH ObLIa CO3[JaHa YHpOLICHHAs BUPTyaJbHAs MOJENb HIDKHEH
Kamepbl auddy3uoHHol stueiiku. Ha ocHoBe 1u(ppoBOro aHamn3a BH3YaIbHBIX H300paXKCHUH MPHBEICHBI
KOJINUECTBEHHBIE XapaKTEPUCTUKH, CBSI3aHHBIE C OLIEHKOH pa3MepoB KOHBEKTHBHBIX (hOpMUpOBaHHIA, Tepruoaa
UX 00pa3oBaHMs, JIMHEWHOW CKOPOCTH SYEEK KOHBEKIMU TPU JBWKCHHH IO TUPPY3HMOHHOMY KaHAIY.
Y CTaHOBICHO, YTO BO3HHUKAMONINE B CHCTEME HAPACTAMOININEC KOHBCKTUBHBIC BO3MYIICHUS OOYCIOBIMBAIOT
W3MEHEHHUE XapaKTepHOTO MaclTada KOHBEKTUBHBIX SYCeK. AHAIN3 TCHEBBIX H300pPaKCHUN TaKKe MOKa3al,
9TO B KOHBEKTHBHBIX MOTOKaX (OPMHUPYETCS BHUXPb, COCTOSIIUA MPEUMYIICCTBEHHO W3 KOMIIOHEHTa C
HAHOOJBIINM MOJICKYJISIPHBIM BecoM. [IpoBe/ieHO cpaBHEHNE BU3YaIBHBIX H300paKEeHHN SKCTIEPHUMEHTAIBHBIX
nojed ¢ MMHTAIMOHHBIMH TEUYCHUSMH, Ha OCHOBE KOTOPOTO OLIEHEH COCTaB KOMIIOHEHTOB CMECH B
KOHBEKTUBHBIX CTpyKTypax. [lokazaHo, 4To moidy4eHHOE 3HaUeHHE KOHICHTPALMH TsDKEJIOTO KOMIIOHEHTA B
BUXPEBOM LIHYpPE MOKET OBITh NPUHATO KaK MHHUMAJIBHOE.

Kniouegvie crosa: razosble cMecu, nuddys3us, HEYCTOHYMBOCTb, KOHBEKIHMS, BU3yalM3alls, TECHEBOE
u300pakeHne, IU(POBbIE TEXHOIOTHH, YUCICHHOE MOICIHPOBAHHUE.
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Numerical modeling and calculation of heat transfer between heat carriers
in heat exchangers

Heating of oil and oil products is widely used to reduce energy loss during transportation. An approach is being
developed to determine the effective length of the heat exchanger and the temperature of the cold heat carrier
at its outlet in the case of a strong dependence of oil viscosity on temperature. The oil of the Uzen field
(Kazakhstan) is considered as a heated heat carrier, and water is considered as a heating component. The method
of the average-logarithmic temperature difference, modified for the case of variable viscosity, and methods of
computational fluid dynamics are used for calculations. The results of numerical calculations are compared
with the data obtained on the basis of a theoretical approach at constant viscosity. When using a theoretical
approach with constant or variable viscosity, the heat transfer coefficients to cold and hot heat carriers are found
using criterion dependencies. In the case of variable oil viscosity, the transition of the laminar flow regime to
the turbulent one is manifested, which has a significant effect on the effective length of the heat exchanger. To
solve this problem comprehensively, a mathematical model of hydrodynamics and heat transfer of heat carriers
has been developed and multiparametric numerical calculations have been performed using the “Ansys Fluent”
software package.

Keywords: power engineering, heat transfer, heat carrier, viscosity, hydrodynamics, oil products, numerical
modeling, laminar-turbulent transition.

Introduction

The change in the qualitative state of the raw material base leads to the development and involvement in
the operation of oil fields with a high content of paraffins, resins, asphaltenes. The development of such fields
requires the use of unconventional methods of oil production and its preparation for transportation. Light oil
products (petroleum, kerosene) are easily transported through pipelines at any time of the year and operations
with them do not cause any difficulties. Operations with dark oil products (fuel oil, lubricating oils) and crude
oil cause significant difficulties due to the fact that dark oil products become more viscous when the air
temperature decreases, and their transportation without heating becomes impossible. For pipeline
transportation of oil and oil products, an approach based on the regulation of the rheological properties of oil
is used, for example, by heating oil with its subsequent transportation through a pipeline with increased thermal
insulation (hot oil pumping). In some cases, an increase in the viscosity of oil with a decrease in temperature
leads to unacceptable stresses on the walls of the pipe and stops transportation.

Heat exchange processes are carried out in heat exchangers of various types and designs [1-5]. Various
heat carriers are used for heating, for example, hot water or water vapor. Energy consumption is one of the
important factors that has a significant impact on the design of the heat exchanger [6]. Shell-and-tube heat
exchangers are used in the oil and gas industry, which provide good performance characteristics in a wide
range of operating conditions, high reliability and low cost. To determine the efficiency of heat exchange
processes, final temperatures and required operating parameters of heat carriers, a thermal calculation is carried
out.

The composition of oil (in particular, the content of asphaltenes, resins, paraffins) has a significant effect
on the dependence of viscosity on temperature [7, 8]. Empirical formulas describing the change in kinematic
viscosity depending on temperature have the form of various functions (exponential, polynomial, power, etc.),
which are characterized by the presence of coefficients depending on properties of the liquid. Constant
coefficients are determined based on the values of the measured kinematic viscosities at experimental points.
The generalized Lee—Kessler equation of state is used to calculate the thermodynamic parameters of oil, gas
condensates and their fractions [9]. In [10], studies of the dependence of the kinematic viscosity of oil and oil
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mixtures on temperature were carried out, and existing formulas for calculating the kinematic viscosity of oil
in main pipelines were analyzed.

The flow of liquid in the inter-tube space of the heat exchanger is complex and depends on many factors.
Numerical simulation of heat transfer in heat exchange devices of various designs is carried out in [11, 12].
The results of numerical calculations are used to find optimal ways to intensify heat transfer processes [13-
15]. The obtained results indicate a decrease in the influence of the viscosity of the pumped oil on the hydraulic
characteristics of the pipeline when pumping in developed turbulent conditions.

In classical heat exchangers, a bundle of pipes for one heat carrier is placed inside the casing through
which another heat carrier moves. In the design of helicoid heat exchangers, profiled tubes and screw profile
ribs are used, with the help of which heat exchange conditions are improved. The tubes in such devices have
a small diameter and thin walls (about 0.3 mm). In the case when the viscosity depends on temperature, the
flow regime in such thin tubes can vary from laminar to turbulent.

In this paper, a mathematical model of a heat exchanger is developed that takes into account the laminar-
turbulent transition. For simplicity, a “pipe-in-pipe” heat exchanger circuit with a thin and smooth inner tube
is selected. A method for calculating a direct—flow type heat exchanger is given, in which the working fluid in
the inner pipeline is oil (cold heat carrier), and in the outer pipe is water (hot heat carrier). Calculations are
carried out for the model design of the heat exchanger both using a theoretical approach based on the method
of Log-Mean Temperature Difference (LMTD) at constant and variable viscosity, and on the basis of
Computational Fluid Dynamics (CFD). The data obtained within the framework of various approaches are
compared with each other, which allow us to conclude about the accuracy of each of the approaches and the
possibility of their application in practice.

Dependence of oil viscosity on temperature

The Uzen oil and gas field is located in the Mangistau region of Kazakhstan. Qil fields are located at a
depth of 0.9-2.4 km. The density of oil is 844-874 kg/m3, viscosity — 3.4-8.15 mPa- s, sulfur content —
0.16-2 %, paraffins 16-22 %, resins — 8-20 %.

In the literature, various dependences of viscosity on temperature are used. In the oil industry, the
Walter formula is used to calculate the kinematic viscosity depending on temperature [10]

lg[lg(v +0.8)]=a+blgT, (1)

where a and b are empirical coefficients determined experimentally for a given fluid. The coefficients a and
b in formula (1) are from the relations

a=lg[lg(v, +0.8)]-blgT

o = 19llg(v, +0.8)] - Ig[lg(v, + 0.8)]
IgT, ~1gT,

here v, and v, are the values of the kinematic viscosity of the liquid at temperatures T, and T,.
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Figure 1. Dependence of the dynamic viscosity of the Uzen oil field on temperature. Triangular icons — experimental
data [16], solid line — calculations according to the Walter formula
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A comparison of the results of calculations using the Walter formula with experimental values of dynamic
viscosity is shown in Figure 1 for the oil of the Uzen field. The temperature varies from 10 to 100 °C. The
solid line corresponds to the dependence of viscosity on temperature obtained by the Walter formula (1), and
the triangular icons correspond to the results of a physical experiment [16].

Calculation method for constant viscosity

To estimate the heat flows from a hot heat carrier to a cold one, a heat carrier model with a constant
viscosity along the length is used, based on the use of an average logarithmic temperature difference. In a
recuperative heat exchanger, two liquids with different temperatures move in a space separated by a solid wall

(Fig. 2).

T_,

Thermal insulation
Liquid 1
(oil)
T“ i ﬁ i

Liquid 2
(water) TA,

Y

Figure 2. Diagram of a heat exchanger in which heat carriers move in the opposite direction

Thermal calculation is reduced to the joint solution of the equations of thermal balance and heat transfer.
The heat balance equation has the form [21]

Q= Glcpl(Tl’ -T.)= Gchz (T, —T,) >0, 2
here Q is the amount of heat transferred per unit of time from a hot heat carrier to a cold one, G is the mass

flow rate of the heat carrier, C, is the isobaric heat capacity, T. is the inlet temperature, T. is the outlet

temperature. Index 1 corresponds to a hot heat carrier, and index 2 corresponds to a cold heat carrier. The heat
transfer equation for a heat exchanger is represented as

Q=kFAT, 3)
where k is the average heat transfer coefficient, which is calculated at an average temperature (T, +T,.)/2

and (T, +T,)/2, AT is the average temperature difference. The average temperature difference is
determined by the expression

_ 1F
AT:—IATdF,
I:O

where F is the heat exchange surface area.
Using the notation AT = (T, —T,) , equations (2) and (3) in differential form will take the form

—d(AT):—mde, m= ! + ! .
AT Cn GyC

The plus sign is selected in the case of a direct—flow apparatus, and the minus sign is selected in the case
of a counter-flow heat exchanger. The above equation is valid along the direction of movement of the hot heat

carrier. Assuming that m and k are constant along the length of the apparatus and integrating from 0 to F
and from AT’ and AT , we obtain

AT = AT'exp(—mEF), (4)

Cepus «dunsukay. Ne 1(109)/2023 61



D.Y. Kurmanova, N. Zh. Jaichibekov et al.

where AT’ is the temperature difference at the inlet of the hot heat carrier. Along the heat exchange surface,
the temperature pressure varies exponentially. By averaging the temperature head over the entire heat exchange
surface, the average logarithmic temperature head is from the ratio
= AT"-AT’
IN(AT” / AT")
In the constructive calculation of heat exchange devices, the thermal performance Q is determined by
equation (2). The heat exchange surface area F is found from the equation

F=2

kAT
When calculating the heat exchange surface area, the task is reduced to calculating the average heat
transfer coefficient and the average logarithmic temperature pressure. The length of the heat exchanger is
calculated by the formula
F

and '
where n is the number of inner tubes, d is their hydraulic diameter.
The temperature distributions along the heat exchange surface are expressed by the relations:
— direct-flow circuit

1—exp [—EmF(x)]

T()=T, AT’
' ’ 1+(Glcpl)/(GZCp2)
1—exp| —kmF(x)
T,(x) =T, + AT’ [ ]
1+(GZCp2)/(Glcpl)

here F(x) is the dependence of the heat exchange surface area on the Iengt’h measured along the path of the
hot heat carrier. In the case of a cylindrical surface, the heat exchange area is expressed in terms of length
F(x) =TI1-x, where IT is the wetted perimeter of the heat exchange surface.

For the case of thin cylindrical walls, the relations for surface temperatures have the form

a,F N a,Fo, T AT
T = a,F AR P
" 1+ aF + o, Fo,
aF AR

a2F2+a2F25W T AT
T o= aF  AF )% 7

W' a
w2

1+ a,F, + a,F,0,

A AFa

here F, =(F, +F,)/2, F, is the heat exchange area on the heat carrier side 1, F, is the heat exchange area

on the heat carrier side 2, J,, is the wall thickness, A, is the thermal conductivity coefficient of the wall, &

is the heat transfer coefficient. The above relations for the wall temperature are implicit and require an iterative
solution, since the heat transfer coefficient o depends on temperature.
For a single-layer cylindrical wall, the average heat transfer coefficient is calculated as follows

-1
= 1 1, .d 1
k=] =—+—In-%2+= ,
aldl ZA’W dl azdz
where 071 is the average heat transfer coefficient to the cold heat carrier, a_2 is the average heat transfer
coefficient to the hot heat carrier.
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The Nusselt number depends on the flow mode (laminar or turbulent) and the heat exchange mode
(heating or cooling). The average heat transfer coefficient is expressed in terms of the average length of the

Nusselt number Nu = adg [ A, where dg = 4Fg /T1 is the effective hydraulic diameter, Fg is the area of the
passage section of the channel, IT is the wetted perimeter, A is the thermal conductivity of the liquid. During

the flow in the pipe or during the longitudinal flow around the bundles of pipes, the Nusselt number is
calculated using a semi-empirical dependence of the form

Nu = Nu(Re,Pr,Pr,,L/d,),

where Pr is the Prandtl number of the liquid, Pr, is the Prandtl number of the liquid calculated from the wall
temperature. Similarity numbers are calculated from the average temperature of the heat carrier. The Reynolds
number is determined by the ratio Re = ,0Vdg I 1, where V is the characteristic flow velocity, o is the

density, and g is the dynamic viscosity.

Calculation method for variable viscosity

In the case of a strong dependence of viscosity on temperature, the heat exchanger is divided into
elementary sections along the length. At each site, an assumption is made about a small change in viscosity.

With a weak dependence of the viscosity of the heat carrier on the temperature, the average Reynolds
number is based on the average temperature of the heat carrier. Such an assumption does not introduce
significant errors in the calculation, since it practically does not affect the flow regime. In the case of a strong
dependence of viscosity on temperature, as the heat carrier heats up, the flow mode changes from laminar to
developed turbulent. In this case, the local heat transfer coefficient a(x) is calculated, and the relations for the

local Nusselt number Nu, = a/(x)d, / 4, calculated from local similarity numbers are used
Nu, = Nu(Re,,Pr,,Pr,,x/d,).
The average value of the heat transfer coefficient is found by the formula

- 1k
a =E.!a(x)dx.

Local Nusselt numbers in laminar and turbulent flow regimes are found using the relations given in [17,
18]. To calculate the local Nusselt number in the laminar flow regime in the pipe, the ratio [18] is used

d #( pr
Nu, = 4.36(1+0.032—RexPrf’6j [—]
X Pr

X,W

The above ratio is valid at 0.7 <Pr <103. The expression for calculating the local Nusselt number for the
turbulent flow regime in a pipe with an additional correction for the change in the Prandtl number has the form
[17]

Pr.

X,W

0.25
Nu, = 0.022Re’*Pro® LP—rJ ¢

where

1,%/, >15,

d
g =4 138 % <15

()"

For the annular channel in the turbulent flow regime, the ratio is used as for the flow in the pipe, but with
its equivalent hydraulic diameter.
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The heat balance equation for the elementary section in the direction of movement of the hot heat carrier
is written as follows

dQ dT, dQ

d 1p1(T) Xm 0’

dQ, T dQ
—2=1G,C —2 —=2>0, (5
2 =46,0,,(T,) 2,20, (5)
ﬂ'F&:O

dx dx

Here dQ, is the loss of the amount of heat by the hot heat carrier, dQ, is the amount of heat acquired by
the cold heat carrier, G is the mass flow of the heat carrier, C, is the heat capacity, dT is the temperature

change. The plus sign corresponds to a direct—flow circuit, and the minus sign corresponds to a counter-flow
circuit. The heat transfer equation for an elementary section takes the form

kT -T) L <0
©
"2 (T TI-T)S S 0
X

Here k is the local heat transfer coefficient, dF / dx is the change in the heat exchange area, which remains
constant for a heat exchanger made of straight pipes.

From equations (5) and (6) follows a closed system of equations with respect to the temperatures of heat
carriers

dT, _ k(Tl,T)( N
o Go,m) Y o
ar, _, k(Tl,T)(T 1y 9F
d G, i

Since dF /dx=const and is known, the system of equations (7) is a system of ordinary differential
equations with a nonlinear right-hand side. In the case of a direct-flow circuit (plus sign), the Cauchy problem
is posed for system (7), and for a counter-current circuit (minus sign), the boundary value problem is solved.
In this case, the integration is carried out up to the length L, which is unknown in advance.

The system of equations (7) is solved by the finite difference method on the interval x €[0,L]. To

stabilize the iterative process during the linearization of the system, the method of lower relaxation is used.
The length of the integration interval L is unknown in advance. Newton's method is used to determine it. The
local heat transfer coefficient is found using local heat transfer coefficients.

1
k = i.kih‘]i_{_ 1
ad, 24, d a0,

where ¢, is the local heat transfer coefficient from the cold heat carrier to the wall, «, is the local heat transfer

coefficient from the side of the hot heat carrier, 4, is the thermal conductivity coefficient of the tube material.

Numerical simulation of heat transfer

The results of thermal calculations are compared with the data obtained by computational fluid dynamics
methods. Oil is considered a Newtonian liquid with a constant density. Calculations are carried out using
numerical solutions of Reynolds—Averaged Navier-Stokes equations (Reynolds—Averaged Navier-Stokes,
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RANS) for a viscous incompressible fluid closed using a turbulence model that takes into account the laminar-
turbulent transition.

The SST k — @ turbulence model is designed for an effective combination of a reliable and accurate
k — @ model in the wall region and a k —& model in free flow [19, 20]. To switch between models, a special
function is used, which takes a single value in the wall area (the standard k —@ model is used) and a zero
value away from the wall (the k —& model is used).

The model taking into account the laminar-turbulent transition (Local-Correlation Transition Model,

7 —Re,, transition model) is based on a combination of the SST equations of the k — @ turbulence model
with two additional transfer equations for the intermittency parameter y and the critical Reynolds number

7 —Re,, , constructed from the thickness of the momentum loss [21, 22]. To simplify the model, the equation

for y —Re,, is not considered, and in the equation for the intermittency parameter, an assumption is made

about the smallness of convective terms [23].This approach leads to algebraic relations for finding the
intermittency parameter.

To discretize the basic equations, the finite volume method on unstructured grids and the SIMPLE method
are used [24]. The discretization of inviscid flows is carried out using the MUSCL scheme (Monotonic
Upstream Schemes for Conservation Laws, monotonic counter—flow circuit for conservation laws), and
viscous flows — a centered scheme of the 2nd order of accuracy. The MUSCL scheme makes it possible to
increase the order of approximation by spatial variables without losing the monotony of the solution, satisfies
the TVD (Total Variation Diminishing) condition and is a combination of centered finite differences of the
2nd order and a dissipative term, for switching between which a flow limiter built on the basis of characteristic
variables serves. The geometric multigrid method is used to solve the system of difference equations [25].

The calculations use a grid consisting of 19461 cells, of which 500x 24 cells are placed in an area filled
with oil, 500 x5cells in an area made of steel, and 500x13 cells in an area filled with water. The mesh cells
are thickened near the walls of the pipe so that y+ < 2, where y + is a dimensionless wall coordinate.

Calculation results and discussion

The diagram of the direct-flow type heat exchanger is shown in Figure 3 (dimensions are given in
millimeters). The h index corresponds to the hot medium (water), the ¢ index corresponds to the cold medium
(oil). The i and o indexes refer to the input and output cross-sections.

‘ (N

d.=14

T d=12

Figure 3. Diagram of a direct-flow type heat exchanger

To calculate the effective length of the heat exchanger and the temperature of the hot heat carrier at the
outlet, the parameters given in Table 1 are set (the input and output temperatures of the cold heat carrier, the
input temperature of the hot heat carrier, the speeds of both heat carriers, the flow rates of the hot and cold heat
carrier, the geometric characteristics of the inner and outer tubes, as well as the physical properties of the tube
material).
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Table 1
Input data for thermal calculation
Parameter Unit of Symbol Quantity
measurement

Number of tubes piece n 1
Tube wall thickness mm S 1

w
Inner diameter of the tubes mm d 12
Outer diameter of the tubes mm d 14

C
Inner diameter of the shell mm D 20
Temperature of the hot heat carrier at the inlet K Th' 423

1
Consumption of hot heat carrier Kg/s G, 0.6386
The speed of the hot heat carrier m/s v, 4
The temperature of the cold heat carrier at the K T. 303
inlet “
The temperature of the cold heat carrier at the K T 328
outlet ©
Consumption of cold heat carrier Kg/s G 0.3814

C
The speed of the cold heat carrier m/s Vv 4

C

To determine the temperature of the hot heat carrier at the outlet and the corresponding effective length
of the heat exchanger, the heat balance equations are used. Solving the heat balance equations by the finite
difference method, we obtain the distributions of the average mass temperatures of the heat carriers given in

Table 2.

Calculation results

Table 2

Heat carrier model With constant With variable

viscosity viscosity
Length, m 5.28 4.26
The temperature of the hot heat 416 416
carrier at the outlet, K

The obtained results are compared with the numerical simulation data. Figure 4 shows the distribution of
the average mass temperature of oil (cold heat carrier) along the length of the heat exchanger, obtained using

the finite difference method and based on numerical modeling.
7, K

330
325
3207
315;

310

30547

0 05 1 15 2 2.5 3
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3.5 4 45

Figure 4. Distribution of the average mass temperature of oil along the length. The solid line corresponds to the results
obtained on the basis of the theoretical approach, and the dotted line with triangular icons corresponds to the results of

numerical calculations.
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The average mass temperature of oil increases along the length due to heating from a heat source (hot
heat carrier). The results of analytical and numerical calculations are in good agreement with each other.
The distributions of the average mass temperature of water (hot heat carrier) along the length, obtained on the
basis of analytical and numerical calculations, are shown in Figure 5.
77)1» K

4234

421+

420+

419/

418+

417¢

416+

415

0 05 1 15 2 25 3 35 4 45
L, m

Figure 5. Distribution of the average mass temperature of water along the length. The solid line corresponds to the
results obtained on the basis of the theoretical approach, and the dotted line with triangular icons corresponds to the
results of numerical calculations.

Compared with the results shown in Figure 4, the average mass temperature of water decreases along the
length of the pipe due to heat transfer from it to the cold heat carrier. It should also be noted that the results of
calculations obtained on the basis of different approaches are well coordinated.

From the results shown in Figures 4 and 5, it is possible to notice characteristic changes in the curvature
of the lines at a distance of about 2.5 m from the input section, where in both cases there are sharp changes in
temperature gradients with corresponding signs. This transition occurs at the distance where the laminar flow
regime turns into a turbulent one. Figure 6 shows a graph of the temperature distribution along the inner wall
of the tube from the oil side. It can be seen that at the entrance the oil is cold and the wall cools down strongly
from the oil side, then it warms up, heat exchange by thermal conductivity prevails here, then a laminar-
turbulent transition occurs and heat transfer increases significantly and the wall temperature decreases.

420 .S
415
410}
4051
400 ! ! L
0 1 2 3 4 5 6
X, M

Figure 6. Temperature distribution along the tube wall from the oil side
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Conclusion

Reducing the viscosity of oil by heating it is one of the ways to increase the energy efficiency of the
process of pumping high-viscosity oil during production and transportation. Numerical modeling allows
solving a number of issues related to increasing the efficiency of heat transfer, which remains one of the most
important in the design of heat exchange devices in the oil and gas industry.

Thermal and numerical calculations were carried out to determine the length of the heat exchanger and
the temperature of the cold heat carrier in the outlet section in the case of constant and variable oil viscosity.
With variable viscosity of oil, the transition from laminar to turbulent mode is manifested, while with the
analytical method of calculation for constant viscosity, this effect is not taken into account. The obtained results
show that a model with a constant viscosity leads to an underestimation of the length of the heat exchanger by
about 20 % compared to calculations that take into account the dependence of oil viscosity on temperature.
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JL.E. Kypmanosa, H.)K. [[xxaitun6exos, A.I'. Kapnenko, K.H. Bonkos

Kputyanamacy annapaTTapbIHIAFbI KbLTYTACKIMAAAFBILITAP
apachbIHIAFBI KbLTYyAJIMacyIbl CAHABIK MO/eJIb/Iey KoHe ecenTey

TaceiMangay Ke3iHAE SHEprHs INBIFBIHBIH a3alTy VIIIH MyHall MEH MyHall eHIMIEpiH JKbUIBITY KEHiHEH
KOJIIaHbLIaAbl. MyHall TYTKBIPIBIFBI TEMIlepaTypara KaTThl TOyeili OoJFaH >Karaaiaa IKplIyanMmacy
annapaTblHBIH  THIMII  Y3BIHIBIFBIH JKOHE OHBIH  IIBIFBICBIHAAFB  CYBIK JKBUIYTaChIMaJJarblIThIH
TEMIIEpaTypachblH aHBIKTAy TOcLTl o3ipneHyzAe. JKBUIBITBUIATHIH JKBUTYyTACHIMAIIAFBIII pETiHAEe O3eH KeH
OpHBIHBIH MyHaitbl (Kazakcran), an KbI3ABIPFBII KOMIOHEHT peTiHae — cy KapacTeIpsuiansl. Ecenteynep
YIIH aybICHanbl TYTKBIPJIBIK OKaFmalblHIa MoIuduKanvsuiaHFaH opramia JorapudMIik TeMmiepaTrypa
AfbIPMAIIBUIBIFBIHBIH JKOHE eCeNTey CYHBIKTBIFBIHBIH JWHAMHUKACHl oicTepi KoijaHbuiagsl. CaHIBIK
CCENMTEYJICPIH HOTHXKEIEepl TYPAKThl TYTKBIPJIBIK KE3iHAC TEOPHSJIBIK TOCIT HETi3iHIE aJbIHFaH
MOJIIMETTEpPMEH CaNBICTBIpbUIa Bl TYpakThl HeMece alHBIMaIbl TYTKBIPJIBIFEI Oap TEOPUSUIBIK TACLIAi
naiijananFad Ke3Ze CYBIK )KOHE BICTHIK CAIKBIHIATKBILTAPFA JKBUTy Oepy Kod(pQHUIUEHTTEpl KPUTEPHUILIIK
TOYeNAUIIKTEpAl MaljanaHa OTHIPBIN aHbIKTadanbl. MyHalIBIH aybICIaubl TYTKBIPJIBIFBl JKaFAaibIHIa
JIAMUAHAPJIBIK TOK PEXXUMIHIH TYypOYJICHTTUIIKKE aybICyhl OaliKanazsl, Oy sKpIIyaMacy anmapaTbiHbIH THIMIL
Y3BIHABIFBIHA aWTapibIKTall ocep eremi. bynm MoceneHi KemIeHAlI Mmemry YIOiH TUAPOAWMHAMHUKA MEH
JKBLTy TaCBIMAIIAY IIBUIAP/IBIH JKbLIyaIMACybIHBIH MaTeMaTHKAIIBIK MOJENI KacanraH jkoHe «Ansys Fluenty
OarapraMalbIK KelIeH HiH KOMETiMeH KOl apaMeTpiliK CaHABIK eCEeNTeyIIep JKYPri3iii.

Kinm  ce30ep: oHepreTuka, OIKbUTyalMacy, JKbUIyTaChIMAINAFBINI, TYTKBIPJIBIK, THIPOIMHAMUKA,
MyHaleHIMIepi, CaHIBIK MOJETbICY, JAMUHAPIIBI-TYPOYJICHTTI aybICy.

J.E. Kypmanosa, H. K. [Ixaitun6exos, A.I'. Kapnenko, K.H. Bonkos

YuceHHOE MOIeJIMPOBAHME U PAcUYeT TeNJI000MeHa MeKAY TeNJIOHOCUTeJIIMHU
B TeIJIOOOMEHHBIX anmnaparax

TlomorpeB HehTH M HedTEHPOIYKTOB LIMPOKO MPHMEHSETCS Ul YMEHBLICHHS SHEPromnoTeph IMpu
TpaHCIOPTHpPOBKe. Pa3pabaThiBaeTcsi MOAXON K OMpEAETIeHHI0 3(PQEKTHBHON UTMHBI TEIIO0OMEHHOTO
anmapaTta ¥ TEeMIIepaTypbl XOJIOZHOTO TEIUIOHOCHTEINSI Ha €ro BBIXOJE B Clydae CHIIBHOI 3aBHCHMOCTH
BSI3KOCTH He(TH OT TeMmmepaTypsl. B KkauecTBe HarpeBaeMoro TEIZIOHOCHTENSI paccMarpuBaeTcs He(Tb
V3enbckoro mecroposxaenus (Kasaxcran), a B kauecTBe HarpeBarollero KOMIOHeHTa — Boja. [l pacyeTos
UCIIOJB3YIOTCSI METO/BI CPEAHENOrapu(MUIECKOH pa3sHUIIBI TeMIepaTyp, MOAU(UINPOBAHHBIE IS CIydast
MEePEeMEeHHON BS3KOCTH, ¥ BBIYHMCIUTENIBHOW THAPOJAMHAMHKH. Pe3ynbTaThl UYHCIEHHBIX PAacueTOB
CPaBHMBAIOTCS C JIAaHHBIMH, [OJIy4CHHBIMH HAa OCHOBE TEOPETHYECKOTO MOJXO0/a MPU TOCTOSHHON BA3KOCTH.
TIpu UCHIONIB30BAHKUH TEOPETHYECKOTO MOAXO0/1a PH MOCTOSIHHON MIIM NMEPEMEHHOMN BA3KOCTH KOG PUIIHEHTHI
TEIUIOOT/AAYM K XOJIOAHOMY ¥ TOpSYEMYy TEIUIOHOCHTENSIM HAaxOIATCS C MOMOIIBIO KPHTEPUAIBHBIX
3aBHCHMOCTEN. B citydae nepeMeHHO# BsI3KOCTH He)TH MPOSBISIETCS TIEPEX0/1 JAMUHAPHOTO PEXUMA TEUCHHS
B TypOyJICHTHBIH, KOTOPBIil OKa3bIBaeT CYIIECTBEHHOE BIHSHHE Ha d(G(PEKTHBHYIO JIMHY TEII00OMEHHOTO
anmnapara. [0 KOMIUIEKCHOTO peIIeHWs [aHHOM 3ajaud  pa3paboTaHa MaTeMaThHueckas MOJelb
r'MAPOAVMHAMHUKH U TeHJ’lOOGMCHa TEIUIOHOCHUTENIEH U MPOBEACHBI MHOTONIAPAMETPHUUCCKUE YUCIICHHBIC PACUYCThI
C MOMOIIIBIO IPOrPaMMHOT0 KoMIuiekca «Ansys Fluent».

Kniouesvie cnosa: >HepreTnka, TEIIOOOMEH, TEIUIOHOCHTENb, BA3KOCTh, THAPOANHAMHKA, HE(TEIIPOLYKTH,
YHCIICHHOE MOJIETMPOBAHNE, TaMHHAPHO-TYPOYIICHTHBIH IIepexo/.
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Mitigation of the effect of variations in the electrical conductivity of the material via
two-frequency eddy current testing of the thickness of the electrically conductive wall
under significantly varying influence parameters

The paper analyzes feasibility of the two-frequency eddy current method for measuring the thickness of an
electrically conductive wall under significantly varying test and influence parameters of the test object — the
lift-off between the eddy current probe and the test object surface, and the electrical conductivity of the material.
An analytical solution was used to determine the dependence of the two-frequency signal of the surface eddy
current probe on the influence parameters of the test object. The informative parameters used to simultaneously
mitigate the effect of the two influence parameters were the amplitude of the added high-frequency voltage to
determine the lift-off, the phase of the added low-frequency voltage to determine the wall thickness, and the
phase of the added high-frequency voltage to suppress variations in the electrical conductivity of the material.
The calculated dependences of the informative parameters on the test and influence parameters were analyzed.
The use of nonlinear functions of the inverse transformation of the informative parameter into the test parameter
was shown to efficiently mitigate the effect of variations in the lift-off on measurement results. A method to
suppress variations in the electrical conductivity of the test object material is proposed. It implies the correction
of the phase of the added low-frequency voltage by the correction value calculated from the parameters of the
lift-off and wall thickness, and high-frequency phase variation caused by varying the electrical conductivity of
the material.

Keywords: thickness measurement, surface eddy current probe, signal hodographs, stray parameters,
suppression in eddy current testing.

Introduction

Eddy current non-destructive testing methods are widely used to test the electromagnetic and geometric
parameters of multilayer electrically conductive products [1, 2].

Technical implementation of the eddy current method used to measure the wall thickness of light alloy
drill pipes using a surface eddy current probe (ECP) is described in [3]. It is shown that along with the wall
thickness parameter t, the main parameters of the test object that affect the ECP signal during measurement
are variations in the lift-off h between the ECP and the surface of the test pipe and the electrical conductivity
o of the pipe material.

Significant variations in test and influence parameters complicate mitigation of the effect of these
parameters on measurement results. The most effective solution to this problem is to use a multifrequency
magnetic field [4-6]. For two-frequency eddy current testing, the excitation current frequencies are chosen so
that the penetration depth of the magnetic field approximately equals half the wall thickness at high frequency
f; and exceeds the wall thickness at low frequency f.. In this case, the added high-frequency voltage of the
eddy current probe depends on the lift-off h and material electrical conductivity o, and the added low-
frequency voltage depends on the lift-off h, material electrical conductivity o and wall thickness t.

As shown in [7], conventional methods used to mitigate the effect of stray parameters (phase, amplitude,
amplitude-phase) do not always yield the desired result, and the use of nonlinear functions of the inverse
transformation of the informative parameter into the test parameter is far more efficient under the specified
test conditions.

In [3], it was proposed to use nonlinear functions of the inverse transformation of the phase of the added
low-frequency voltage into the test parameter to mitigate the lift-off effect, using the amplitude of the added
high-frequency voltage to determine the lift-off values required for computation transformation. The study
subject of this work is mitigation of the effect of variations in the electrical conductivity of the wall material
on the results of measuring the electrically conductive wall thickness.
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Methods and Materials

Figure 1 schematically shows the design of the surface ECP used in the study, which consists of the
excitation winding w1, measurement winding w1 and compensation winding w-,. The number of turns in the
measurement and compensation windings is equal: w1 = W2, = W,. An opposite connection of the measurement
and compensation windings in the absence of the test object mutually compensates their initial electromotive
force (EMF). Eddy currents generated in the electrically conductive test object located near the ECP cause a
signal at the ECP output. The amplitude and phase (complex components) of the applied EMF generally
depend on the amplitude and frequency of the excitation current, ECP design parameters, electromagnetic

7 @ @ —D W I
hy, :
——@ : D W, I,
hy, :
I
t 21" "2
h i
!
t | i A

Figure 1. Surface ECP mounted over an electrically conductive plane wall

characteristics of the material and geometric parameters of the test object, and the position of the ECP relative
to the test object.

A mathematical model of the interaction between the magnetic field of the eddy current probe and the
test object can be created based on well-known analytical solutions proposed in [8, 9]. To simplify the model,
it was assumed that the winding cross section is infinitely small, the radii of the excitation winding r, and these
of the measurement and compensation windings r. are equal to the radii of their middle turns, and the test
object is of flat shape. In their mathematical structure, the results of the interaction between the ECP and the
electrically conductive object having a curved surface (pipe) are similar to mathematical expressions for a flat
object, which are adjusted for their numerical values [8].

A plane wall made of a non-magnetic material with the electrical conductivity ¢ in the range of (14...20)
MSm/m with a thickness t in the range of (5...12) mm was used as a test object. The distance between the ECP
measuring winding and the test object surface h varied in the range of (0...12) mm.

For the mathematical model, the ECP design used parameters were as follows: excitation winding radius
r. = 18 mm; radii of the measurement and compensation windings r> = 15 mm; the distance between the planes
of the turns of the measurement and compensation windings located symmetrically with respect to the
excitation winding 2 hi; = 22 mm.

With regard to the above, the excitation current frequencies were chosen equal to f1 = 2500 Hz and f; =
125 Hz.

Results and Discussion

According to [8], based on the assumptions, the added relative voltage of the measurement winding can
be calculated by the expression:

. .1 OO. h12+2h I I.
U, =j— exp| ————X |xJ,| [Xx|xJ, | [Zx|dx, 1
21 JF_c[(pto p{ o, xJp r xJy r1 (1)

where j:«/—l is the imaginary unit; J; is the Bessel function of the first kind and first order; x is the

integration parameter; F is the value proportional to the mutual inductance of the measurement and excitation
windings calculated by the expression:

K h r r
F=[exp| ——Z=x|xJ,| [*x|xJ,| [Zx|dx,
fool -

72 BecTHuk KaparaHguHckoro yHuBepcuTeTa




Mitigation of the effect of variations in the electrical conductivity...

¢y, is the function of the test object, calculated for a non-magnetic material by the expression:
-ipth(t X+ B
t = )
BN Lo L N TR P SN T

where t'=t/r, is the relative wall thickness; B=r./oop, is the generalized parameter; o is angular

frequency of the excitation current; o is electrical conductivity of the material; Lo is the magnetic constant.
The expression for calculating the relative input voltage of the compensation winding can be obtained from

(1) by formal replacement of the value hi, by 3hi..
The resulting value of the added relative voltage of the measurement and compensation windings can be

calculated as follows:

1 * T * 7 *
U =Uz —Uy,.
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Figure 2 shows hodographs of the added relative voltage of the surface ECP versus variations in electrical
conductivity (dashed line), lift-off (dash-dotted lines), and thickness (solid line) calculated using the above
analytical expressions for excitation current frequencies of 2500 Hz and 125 Hz.

The phase . of the added low-frequency voltage is typically used as an informative parameter of the
added ECP voltage in two-frequency eddy current testing of the electrically conductive wall thickness t. The
dependence pattern o(t) is monotonic. The analysis of the curves plotted in Figure 2 show that the value of
the phase ¢, depends, to some extent, on the lift-off h.

Figure 3 shows the dependence of the informative parameter of the added voltage @, on the test parameter

t for different values of the lift-off h.
The paper [3] proposes an algorithm for computation transformation of the values of the added voltage phase ¢
and lift-off h into the value of the test parameter t using non-linear functions of the inverse transformation of the
informative parameter into the test parameter. In this case, the electrical conductivity of the wall material was
taken equal to a fixed value co. In fact, the electrical conductivity o of the material can vary in a wide range.
Since o significantly affects the added voltage phase o, variations in the material electrical conductivity during
measurement should be suppressed to minimize the measurement error of the test t.

— @2, rad ] ]
h=10 mm
1 h=8mm
h=4mm
08 h=0 ]
06 N
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0.2 L L
5 10 15 t, mm

Figure 3. The informative parameter of the added voltage ¢, versus the test parameter t for
different lift-off values h
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Figure 4. The added voltage phase ¢ versus electrical conductivity o for different lift-off values h
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Figure 4 shows the dependence of the phase of the added low-frequency voltage ¢z on the electrical
conductivity of the material o calculated using the above analytical expressions for different lift-off values h
at fixed wall thickness t =9 mm.

—¢1, rad T T
h =10 mm
4 h=7mm
1.4 h=4 mm
h =0
13 N
12 N
11 1 7
1 1 1
14 16 18 o, MSm/m

Figure 5. The added voltage phase ¢ versus electrical conductivity o for different lift-off
values h

Figure 5 shows a similar dependence of the phase of the added high-frequency voltage ¢ on the electrical
conductivity o for different lift-off values h.

—@2, rad T T

t=55mm
” t=7mm
t=11 mm

04 7

0 1
14 16 18 o, MSm/m

Figure 6. The added voltage phase ¢2 versus electrical conductivity o for different thickness values t

Analysis of the dependencies presented in Figures 4 and 5 shos that both dependencies ¢2(c) and ¢1(c) are
almost directly proportional. The dependences differ in a greater value of the proportionality constant in the first
case, and in the dependence of the added low-frequency voltage phase ¢, on the electrically conductive wall
thickness t (Fig. 6). The added high-frequency voltage phase o virtually does not depend on the thickness t.
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Based on the results of the analysis, a method was proposed for suppression of the variations in the
electrical conductivity ¢ of the material to minimize the measurement error of the test parameter t.

The method is as follows. First, the added high-frequency voltage phase ¢1ois determined at the measured
lift-off h and the nominal electrical conductivity oo using the dependence shown in Figure 5. For experimental
determination of the conversion function, the value of the phase @10 corresponds to the test samples.

After that, we calculate the phase difference Ae: between the measured phase ¢: of the added high-
frequency voltage and its value ¢ioat the nominal electrical conductivity oo:

AP, =@, — ¢y -

Next, we determine the phase difference A, between the measured phase value ¢ of the added low-
frequency voltage and its value ¢z at the nominal electrical conductivity oo.

The mathematical and physical modeling show that the phase difference A, (due to the difference
between the electrical conductivity o of the test pipe material and its nominal value o) is related to the phase
difference A1 (due to the same reason) through the directly proportional dependence of the form

Ap, =K Ag,,

where K is the factor.

K depends on the phases of the added voltages of low (¢2) and high (1) frequencies, with regard to the
above proportional dependencies of the influence parameters for two fixed values of the electrical conductivity
o1 and o2

K = 9,(0,,t,h)—9,(c;,t,h) '
(Pl(GZ’t’h)_(pl(Gl7t’h)

K is the function of the electrically conductive wall thickness t and the lift-off h. The dependence pattern
K (t, h) is presented in Figure 7. Continuous lines indicate dependencies K (t) for different lift-off values h.

With an acceptable degree of approximation, these dependencies can be described by polynomas of the
first degree (dashed straight lines in Figure 7):

K, h)=a,+at+a,th+ah,

where ap, a1, a;and as are the coefficients depending on the values of low f, and high f, frequencies and the
structural parameters of the eddy current probe.

The previously calculated values of the lift-off h and the thickness t are used to find the multiplier K,
which is necessary to calculate Ag.. Next, we calculate the corrected value of the added low-frequency voltage
phase, which corresponds to the nominal electrical conductivity oo:

Py =0, —AQ,.

After that, a new corrected phase of the added low-frequency voltage o is used to perform recalculation
the thickness t using the dependence presented in Figure 3. The recalculated thickness t is used for consistent
calculations of K, Az, @2 and the thickness t. The described calculation cycle is repeated (2... 5) times,
depending on the required accuracy. The thickness t calculated in the last cycle is taken as the final test
parameter t.

Test samples of different wall thickness used for experimental verification of the results and evaluation
of the effectiveness of the proposed method were similar to those used in [3]. The nominal electrical
conductivity was 16 MSm/m. The electrical conductivity was changed through changing the sample
temperature in the range of (-10...+80) °C. The measurement of the high-frequency voltage phase showed
variation in the multiplier K used to correct the values of the low-frequency voltage phase in the range from
3.2t05.3.
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Analysis of the obtained results showed that the method proposed for mitigation of the effect of variations
in electrical conductivity minimizes this effect, and the measurement error of the wall thickness t in the range
of (5...12) mm with the lift-off changing in the range of (2...12) mm does not exceed 5 %.

K T T

0 \ 1

5 10 15 t, mm

Figure 7. The factor K versus the wall thickness t and the lift-off h

Conclusions

The two-frequency eddy current method can be used for effective measurement of the thickness of a non-
magnetic electrically conductive wall with significant variations in both test and influence parameters — the
lift-off between the probe and the test object surface, and the electrical conductivity of the material. The method
employs such informative parameters of the signal as the added high-frequency voltage amplitude for
measuring the lift-off, added low-frequency voltage phase for measuring the wall thickness, and added high-
frequency voltage phase for suppressing variations in material conductivity. To mitigate the lift-off effect, a
method based on the use of nonlinear functions of the inverse transformation of the informative parameter into
the test parameter has been proposed. The method proposed for suppressing variations in the electrical
conductivity of the metal is based on correction of the added low-frequency voltage phase by the correction
value determined by the values of the lift-off, and wall thickness, and variation in the high-frequency phase
due to the changed electrical conductivity of the material. The effectiveness of the proposed methods has been
evidenced by the results of mathematical and physical modeling.
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A.E. Tonpamreiin, X.X. AGakyMoB

oJcep eTeTiH mapaMeTpJIepIiH ejey i e3repicTepi :KaraailbIHAA 3JeKTP OTKI3Iill
Ka0bIpraHbIH KAJbIH/ABIFbIH 0AKbLIAYAbIH €KIKUIIIKTI KYHBIHIBI TOK JICIH icKe
acpIpy Ke3iHJe MaTepPHAJIbIH JIeKTP OTKI3rIITIri e3repicTepiHiH dcepiH aHBIKTAay

Bakputay oO0bekTiciHIH OaKbUIAaHATHIH JKOHE 9CEep €TETiH mapaMeTpiiepi — KYWBIHABI TOK TYPIACHAIPTIII MEeH
Oakputay OOBEKTICiHIH O€Ti MEH MaTepHajIblH MEHIIIKTI 3JIEKTP OTKI3TIIITIri apachIHAAFbl ANIaKTHIKTHIH
eJIeyJli e3repicTepi KarIalblHIa IEKTP OTKI3rill KaObIPFaHBIH KAIBIHABIFBIH KYHBIHIBI TOKIICH OaKblIay IbIH
SKDKUUTIKTI  OMICIHIH KOJNIAaHBUTYBl 3epTTeiai. YcTeMe KYWBIHIBl TOK TYPJICHIIPTilIiHIH eKDKUUTIKTI
CUTHAJIBIHBIH 0aKplIay OOBEKTICIHIH acep eTeTiH napaMeTpliepiHe TOYESIAUTIriH aHBIKTay YIIiH aHaJIHTHKAIBIK
IIeNIM KOJNAAaHBUIABL. bBakpulay OOBEKTICIHIH €Ki ocep €TeTiH mapaMmeTpiepiH Oip Mesriime Tys3eryne
aKMapaTThIK MapaMeTpiiep peTiHIe CaHbUIAYAbl aHBIKTAY YIIIH YKOFaphl KUUTIKTI KOJJAHBUIATHIH KEPHEYIIH
aMILUTHTY IAChIH, KaOBIPFa KaJBIHABIFBIH aHBIKTAY YIIIH TOMEH JKUUIIKTI KOJIAHBUIATHIH KEPHEYIiH (a3achlH
JKOHE MaTepHaIbIH MEHIIIKTI 3JIeKTP OTKI3TIIITITiHIH e3repyiHeH KallblHa KeITipy YIIiH KOFaphl KHUITIKTI
KOJIIAHBUTATHIH KEPHEYIIH (a3achlH MaiJalaHy YCHIHBUIFaH. AKIApaTTBIK MapaMeTpiepAiH MOHIEpiHIH
OaKplTaHATBIH JKOHE ocep eTeTiH MapaMeTpiepre ecenrtey apKbUIbl AIBIHFAH TOYEJAUNri TajlaHFaH.
AKIapaTThIK MapamMeTpliepAiH MoH/IepiH OaKpUIaHATHIH apaMeTp MoHIHE Kepi TYPICHIIPY/IiH CBI3BIKTHIK eMeC
(GyHKUMAIApBl CaHBUIAYBIHBIH ©3repyiH Oakpulay HOTIDKEIEpiHe ocep eTyJeH KAbIHA KeNTipy YIIiH
naianany THIMALIIN aTan eTinreH. MaTepuaniblH MEHIIIKTI 2JIEKTP OTKI3TIIITITiHIH e3repyiHe OaiIaHbICThI
CaHplIay MOHJIEpiMeH, KaObIpFa KaJbIHIBIFBIMEH JKOHE JKOFaphI KHUITIKTI (pa3aHbIH ©3repyiMeH aHBIKTaaThIH
TY3eTy IIaMachlHa TOMEH JKHIUTIKTI EHTi3UIeTiH KepHeyAiH ¢a3achlH TY3€Tyre HeTi3[enreH Oakpuiay
00BEKTICIHIH METAIBIHBIH MEHIIIKTI 3JIEKTP OTKI3TIITITIHIH 63repyiHeH TY3€TY 9/IiCi YCHIHBUIIBL.

Kinm ce30ep: KaNbIHIBIFBIH OJIIICY, YCTEME KYHBIHIBI TOK TYPJCHIIPTINI, CUTHAI TomorpadTapsl, Kexepri
napameTpiepi, KyHbIHIbI TOK OaKpUIaybIHA TY3€Ty.

A.E. Tonpamreiin, X.X. AGakyMoB

OT1cTpoiika oT BJIMAHUA U3MEHEHH YJIEKTPONIPOBOAHOCTH MaTepuaJia pu
peajJM3anum IByX4aCcTOTHOIO0 BUXPETOKOBOI0 METOAa KOHTPOJIA TOJIIUHbI
3JIEKTPONPOBOASIIEH CTEHKH B YCJIOBHAX 3HAYUTEJIbHBIX U3MEHEHUI BJIMAIOLIMX
napaMeTposB

HccaegoBana MNPUMEHUMOCTDH JABYXYaCTOTHOTO METOa BUXPETOKOBOTO KOHTPOJIA TOJIINIHHBI
BHQKTpOHPOBOZ[SIHIefI CTCHKHU B YCJIOBUAX 3HAYUTECIbHBIX H3MEHEHUH KaK KOHTPOJUPYEMOTO, TaK U BIUAIOMINUX
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MapaMeTpoB O0BEKTa KOHTPONIS — 3a30pa MEXAy BHXPETOKOBBIM MpeoOpa3oBaTeleM M TMOBEPXHOCTBIO
00BbEKTa KOHTPOJISI U YIENbHOH 37IeKTpHUECKON MPOBOAUMOCTH MaTepuana. [l ompeaeneHust 3aBUCUMOCTH
JBYXYaCTOTHOTO CHUTHaJa HAaKJIaJHOTO BUXPETOKOBOTO MpeoOpa3zoBaTelsi OT BIHAIOIIUX TapaMeTpOB 00bEKTa
KOHTPOJIS WCHOJNB30BaHO aHAJIMTHYECKOe penreHue. /Iyl oMHOBPEMEHHOW OTCTPOMKH OT JBYX BIMSIOLIHX
napaMeTpoB OO0BEKTa KOHTPOJIS IPEIIOKEHO HCIONB30BaTh B KadecTBE WH(OPMATHBHBIX IapaMeTPOB
aMIUIUTYly BHOCHMOTO HAIPsDKEHHUsS BBICOKOM YacTOTBI U ONpeleleHHs 3a3opa, (asy BHOCHMOTO
HaIpsDKEHHs] HU3KOHW 9acTOTHI JUTS OTIPe/IeNICHHUsI TOIIIMHBI CTeHKH | (ha3y BHOCUMOT'O HANPSDKEHUS BEICOKOM
YacTOThl JUII OTCTPOMKM OT W3MEHEHHUs YAENbHOM JIEKTPUYECKOdl IMPOBOAUMOCTH MaTepHana.
IIpoananu3upoBaHbl MONMy4YEHHbIE PACYETHBIM ITyTEM 3aBUCHMOCTH 3Ha4eHMI MH()OPMATHBHBIX NapaMeTPOB
OT KOHTPOJIMPYEMOT'0 U BIMAIOIIMX HapameTpoB. OTMeueHa 5 eKTHBHOCTh MCTIONB30BaHMS I OTCTPONHKH
OT BIIUSIHUS Ha Pe3yJIbTaThl KOHTPOJISI H3MEHEHUH 3a30pa HeNMHEHHbBIX QyHKIM 00paTHOrO MpeoOpa3oBaHuUs
3HAUeHNII MH(OPMATHBHBIX MapaMeTPOB B 3HAYCHHE KOHTPOJIMPYEMOTo Iapamerpa. [IpemnokeH Mmeron
OTCTPOMKHU OT U3MEHEHUS YACIbHON HIICKTPUIECKOH IIPOBOANMOCTH MeTaIa 00BhEKTa KOHTPOJISI, OCHOBAaHHBIH
Ha KOppeKIux (ha3sl BHOCHMOTO HANPSDKEHHS HU3KOH YacTOTHI Ha BEJIMYMHY IIONPABKHU, ONpeesieMoi
3HAUCHUSIMH 33a30pa, TOJIIIMHBI CTEHKH M M3MEHEHHEeM (ha3bl BBICOKOH 9acTOTHI, 00YCIIOBICHHBIM H3MEHEHHEM
YIENBHON JEKTPHYECKON IIPOBOANMOCTH MaTepHaa.

Kniouesvie cnosa: n3mepeHue TONMIMHBI, HAKJIQJIHOM BUXPETOKOBBIN MpeoOpa3oBartelib, rogorpadsl CUrHana,
MeEIIAoIIHUe TapaMeTphl, OTCTPOHKa TP BUXPETOKOBOM KOHTPOJIE.
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Theoretical foundations of the construction of the operation of heat flow devices

Numerous studies show that non-destructive testing methods satisfy most of the requirements of technical
diagnostics of heating networks and technological facilities. Methods of non-destructive testing are based on
the observation and automated registration of the temperature state of processes. The developed device is
designed to analyze the state of thermal insulation of underground pipelines. The development and research of
devices for measuring heat flow requires mandatory consideration of the temperature field of the sensing
element, i.e. solutions of the differential equation of thermal conductivity for a body of a certain shape under
given boundary conditions. In general, the sensing elements are multi-layered: black coating, calorimetric load,
heat-sensitive elements, alternating lacquer and adhesive layers, i.e., the sensing elements are heterogeneous,
both in the direction perpendicular to the irradiated surface and in parallel. The heterogeneity in the first case
is due to the multi-layering of the sensing element. The article describes solutions to the thermal conductivity
equation describing the temperature field of a sensitive element in the form of a hemisphere and a spherical
zone, due to the nonequivalence of heat losses during irradiation and calibration by electric current. Taking into
account this systematic error makes it possible to increase the accuracy of measuring the energy parameters of
radiation. These solutions of the equations formed the basis of the design of the device for measuring heat flow.

Keywords: heat flow, heat flow measuring device, sensing element, temperature field of the sensing element.

Introduction

Heat flow monitoring and measurement devices allow solving energy efficiency and energy saving issues
by obtaining reliable data on the source of heat losses and quantitative values. In this regard, the development
and creation of heat flow devices for heat supply systems are of particular interest. As the results of numerous
studies of thermal insulation of underground heating networks show, the most effective is the method of non-
destructive testing based on a comparison of calculated and experimental values of the temperature distribution
on the ground surface over heating networks [1, 2].

Non-destructive testing methods use thermal energy coming from the object of control. A temperature
anomaly of a fairly regular shape appears on the surface, which differs by several degrees from the average
temperature of the detected surface and internal defects deviated from the norm, the presence of local
overheating, etc [3].

The initial link of any measuring device or measuring system is the means of obtaining information about
the measured value — thermoelectric battery converters. The thermoelectric converter is the primary
temperature and heat flow measuring converter. As a thermoelectric battery converter, a sensitive element is
used as part of the control and monitoring systems for technological processes. Thermoelectric battery
converters, in which the sensing elements are made of metal wires, have received the greatest practical
application [4-7].

Problem and research method

In the laboratory “Measurement of Thermal physical quantities” of the Department of engineering
thermal physics named after professor Zh.S. Akylbayev of the faculty of physics and technology of
academician E.A. Buketov Karaganda University has developed several modifications of heat flow devices
based on a thermoelectric battery cell of a special design [8]. A distinctive design of heat flow devices is that
it contains a thermoelectric battery converter and a receiving plate, additionally equipped with a thermoelectric
refrigerator and a heating element [9]. The devices differ from each other in the shape and size of the sensing
element, the number of thermocouples, etc.
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To increase the speed and increase the accuracy of measuring the temperature gradient on the surface, we
have developed a device for measuring heat flow [10]. A schematic representation of the device for measuring
heat flow is shown in Figure 1.

Fig. 1. Schematic representation of a device for measuring heat flow. 1 — insulation layer; 2 — heating element; 3 —
thermoelectric battery converter of heat flow; 4 — thermoelectric refrigerator; 5 — radiator; 6 — measuring unit

The radiation flux from a real source incident on the sensitive element of the device has a spice-time
heterogeneity, which should be reflected in the boundary conditions of the problem. It is also necessary to take
into account the heat exchange of the sensor element with the environment, the device body, etc.

The operation of the device is based on the method of replacing the effect of radiation on the sensing
element by the action of an electric current then the presence of a calibration winding should be taken into
account in the differential equation of thermal conductivity. In general, the sensing element is multilayer,
which means that its thermal physical parameters depend on the coordinates.

The tasks of radiant heating of the body can be replaced by tasks describing the effect of temperature
fluctuations of the medium, i.e. the case of irradiation of the body can be considered as a special case of the
effect on the body of temperature fluctuations of the adjacent medium. Therefore, it becomes necessary to
consider the temperature field of a body of a certain shape placed in a medium with a variable temperature.

Consideration of the temperature field of the sensing element of the heat flow device allows us to obtain
new methods for measuring the energy parameters of radiation, including calibration or calibration of the
receiver and working formulas for calculating the desired values [11, 12].

Calculations and discussion

The temperature field of a sensing element in the form of a homogeneous spherical zone, a convex or
concave surface that is irradiated, is considered. To absorb radiation, this surface is blackened, the non-
irradiated surface of the spherical zone exchanges heat with the medium according to Newton's law. Internal
heat sources are located between the convex and concave surfaces of the ball zone, creating a heat flow when
calibrating the radiation receiver with an electric current.

The thermal conductivity equation for a homogeneous spherical zone has the following form:

1oT(hp.mt) :%{g{rzaT(r,w,t)}g[ﬂz GT(r,(/),u,t)}r
a ot r?tor ot O ot

1 aT%(r, o, u,1)
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)
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with variable range: t>0; R <r<R,; 0<¢@<27; u<u<upy,; p=0c0s0;6 <0<0,;
ﬂ = ﬂa—ﬂ =-sin Hi ; Where ¢ and v — orbital and azimuth angles; R
00 ou oo ou
of the ball zone; Q(r,¢, i,t) — the function associated with the power of internal sources ¢, (r,, u,t)
arising during calibration, the expression:

iand Re — inner and outer radii

rl 1 lt
Q. 1, 1) = w ©
where A is the coefficient of thermal conductivity. ,
Equation (1) must satisfy the initial condition
T(rho w0 =1(r0 u) ®3)
Boundary value conditions
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OT(R,,p, u,t a .
M:——1[T(R2,(0,ﬂ,t)—TZC(¢,,u,t)} )
or A
e ut) _ 0 ©)
ou
and the periodicity condition
T(r o ut)=T(,@+2r, u,t) (7

where ¢, and «, are the heat exchange coefficients of the inner and outer surfaces of the sensing element

with the medium: T, (¢, £, t)and T, (¢, 1, t) are the equivalent temperatures of the medium at the inner and

outer surfaces.
We will replace the variable in this boundary problem:

7=274 )
Hy — Hy ,

where: z=0at =y, z=1at pu=p, 4 M=+ 21, — 1)

Then equation (1) will take the form:
1T 1 o[ ,oT] o oT 1 oT?
__:_2{_{#_}_ A=) — |+ = =53+Q ®)
aot r°or or | ou ou| 1-u op

with range of change of variables: t >0;R, <r <R,;0<p<27;0<z<1.

Boundary conditions and periodicity conditions will write down respectively

T(r,¢,2,0)=1f(r,p,2) )
oT(R,,p,2,t) « .
TRuO2) B[R, 0,2.9-Ti(p.2.9)] (10)
oT(R,,9,0,1) « .
T2 _ IR, 0,2,0-Ty(p.20)] (12)
or A
aT (Rl!¢70’t) — 0 (12)
0z
T(r,o,z,t)=T(r,x+27,12,t) ' (13)
Apply successively to the boundary value problem (8)-(13) integral transformations of the form
2z
Tz = [Trzte)®,(p)de (14)
0
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1
T(r,t) = j T (r, 2, ) K¥ (2) dz (15)
0
R2
Tok® = [ T (O Ry (B 1) 1 1 (16)
R
with conversion cores
1
@ =(p)=—=cos2np n=0,12... 17
, = () N @ 17)
_ I
K2 ()= [A0+L 2N=2M)lpan iy 19 moo,12. (18)
2  (2n+2m)!
R (5.1 .y, Bin 1) N3, (B 1) )
rN=c +C Vv
nm km 1k JF 2k \/F |
where P/"(z) - associated Legendre polynomial
2n
PR@) = (-7)" P @)
z

P, () - Legendre polynomials of degree 2m; JmW (B, 1) and Nm+}/ (B, 1) -accordingly, the Bessel
2 2

and Neumann function (m+%) of order; Cicand Caxare determined from the following system of equations:

Lo R Tuy PR g R
ZRlé ZRl% A ZRi% -
Npy (R N (BaR) o N (B R)
—Cyx 3 +Cyy 3 =
ZR% ZR% A ZRl%
e (ﬂ; R) o e (}ﬂ/km R)_ a de </;km R)
2R3 R/? A R/? )
N .1 (BaR,) Ny (B R N .1y (B R
—Cyi m+% 3 +Cyi m+% —Cy &L =0
2R R}? A Rp
The eigenvalues are found from the equation:
‘Jm+%(ﬂkm Rl)+‘]m+%(ﬂkm Rl)_ﬁ“]m_,,%(ﬂkm Rl) N
2R R A RE
Nm+% (/Bkm Rl) N'm+% (ﬂkm Rl) o, Nm+% (IBkm Rl)
X + +—= -
2R’ R/ A RP
Ny (BaR) N (B R Jy (B RY)
| m+% km "M m+% km "M _ﬁ m+% km "M y
RE R A RS &
o iy, B R1) N J 125 (B R1) L iy, (B RY) 0
2R}’ RZ A R
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The conversion formulas for the transformation (14)-(16) have the form:

T, ut) =D T, (1, ) @, (9) (24)
n=0
Tt t) =Y T, () KE @) 25)
m=0
Tnmk (r, t) = zTnmk (t) R km (ﬂkm r) (26)
k=0
Then the solution of the boundary value problem (8)-(13) will be written as 24 and 25:
12zR,
Tte.z)=3> Y fexp(-ap 0| | | {0,201 (DKLDR (B 1)
n=0 m=0 k=0 00 R

t 1 2

27

dpdzdr+ af[fj IQ(r,¢,z,t)r2®n(¢)Kgg(z)ka(ﬁnm r)d¢dzdr+%x
00
2

Ry

=

Ry

!

1

N

2
* n a
<R R)| [ [ T 02,0070, (0) K8 @) Ry (B 1)z % @)

—
O ey

2z R

[ [ Tilp.2.00° K2 @P(9) Ry, (B 1) d o lzdr] expl —a B2,

N

X ka (ﬂnm Rl)

Ct— o

x(t-7)] d 73D, (0) K3 (2) Ry (B 1)

The heat release in the sensor element of the device is caused by its heating during calibration by electric
current and during absorption of incident radiation. The function in solution (27) is related to the power of
internal sources arising during calibration, according to formula (2) by the following expression:

g2, = 1220

The equivalent temperature of the medium is related to the local hemispherical irradiance by the
expression:

(28)

T (0,20 =T (p,2,0+ 1E@ 20
(04

(29)
For excess temperature O(r,@,z,t)=T(r,¢,z,t)-T (¢, z,t)atT (p,z,t) = f(r,¢,2), taking into
account (28) and (29), expression (27) will take the following form:

Ry

10,0297 (DK @R (B »

R

H(r,go,z,t):iii

n=0 m=0 k=0

S | o

e

1
xd@dzdr+ 7R Ry, (B R [ [ E;(0,2.0)°®,(0) Ko (2) Ry (B 1) %
0

ov—7y
20—y O

(30)
127 R,

xd@dzdr+ 7R Ry, (B R, [ [ Es(0,2, )@, (9) K3 (D) R (B 1)
00 R
dgdzdr]exp[ —a B, (t- 7)1 d 732, (9) Ko @) Ry (B 1)
where E, (¢, z,t) and E,(¢,z,t)- local hemispherical irradiances of concave and convex surfaces of the

spherical zone.
Expression (30) is applicable for both convex and concave sensing elements. In this case, one of the terms

containing E, (¢, z,t)or E, (¢, z,t) will be zero.
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To obtain an expression that can be used in solving practical problems, we restrict ourselves to the first
term of the series in expression (30), i.e. we set n = m = k =0. Then the kernels of the corresponding integral
transformations will take the following form based on expressions (17)-(19):

,(p) = 1 (31)
Ry (2) = \f (32)
1 , 2 .
Roo (ﬂoo r) = F g (CmS'n ﬂoo —C,,C0S ﬂoo r) (33)

The expression (31) in this case after the transition from zku in accordance with the formula (7+) can be
written separately for heating with electric current and radiation:

a(Cy,SIN By —CSiN By 1) ¢ a2 () I
%0 = A7 By Vit = 11, '([exp[ Wl T)]

27 Mo Ry (34)
I I I Q, (1@, £, 7) 1(CyqSIN Sy 1—C,,C0S By 1) d pd pud
0 mR
0., (r,t) = ‘/577 Ry (181N fogR; —Ca €OS Sy R1)(C168IN By F—Cyq COS Sy r)
ni\ls
ﬂ”/ﬂo{r(ﬂz 1)
27 My Ry (35)
IEXP[ af3 (t-7) J- J- I E. (9, £1,7) 1(Cyo8IN By T—C,,COS Sy 1) d o pudrd
0 1 R
0.,(r,1) = \/Eﬂa R, (C18iN ByoR, —Cyg COS By Rp)(C1o8IN Syg = Cy COS Sy I’)
Ax Bt (at, = ) -

27 i Ry

IeXp —a /5, (t- T)]I I I Ep (9, £1,7) 1(Cyo8IN By I—C,0C0S Sy, 1) d pd pudrd

0 m R

whereQ,, (r,t)and Q,,(r,t) — excessive temperatures of the sensing element in the form of a spherical zone

during irradiation of concave and convex surfaces.

Thus, in the first approximation, consideration of a complex model of a multilayer sensor element of the
receiver can be replaced by consideration of a simpler model of a homogeneous sensor element of the
appropriate shape. This simplification makes it possible to obtain working formulas for determining the energy
parameters of radiation from considering the temperature field of the sensing element.

Conclusion

The solution of the thermal conductivity equation describing the temperature field of the sensing element
in the form of a hemisphere and a spherical zone, due to the nonequivalence of heat losses during irradiation
and calibration by electric current, is obtained. Taking into account this systematic error makes it possible to
increase the accuracy of measuring the energy parameters of radiation. These solutions of the equations formed
the basis of the designs of devices for measuring heat flow.

The developed heat flow device of a given shape allows you to pinpoint and diagnose in advance the
condition of pipes of heating networks, search for places of coolant leakage, without opening pipelines and
stopping their operation.
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IT.A. Kuca6ekona, JI.)K. Kapabexona, A.K. Xacenos, B.}O. Kyuepyk,
A.C. Kynycos, II.C. Ks3zap6ekoBa

ZKbL1y aFbIHBI KYPBUIFBLIAPbIHBIH )KYMBICHIH KYPYAbIH T€OPHUSJIBIK Herizaepi

KermTereH 3eprreysiep >KbUTy JKelliiepi MEH TEXHOJIOTHSUIBIK 00BEKTIIep i TEXHUKAJIBIK JHarHOCTHKAIAY IbIH
GapibIK TananTapbelH Oy30aiiThIH OaKbLIay SAICTEpi KaHAFaTTaHABIPATHIHBIH Kepcerei. by36aiiTein Gakpltay
dmicTepi mpoIecTepIiH TEMIepaTypalbIK KYHiH OaKplIayFa )KOHE aBTOMATTaHIBIPBUIFaH TIpKEyTe HeTi3JeNreH.
O3ipJIeHreH KYPBUIFbI )KepacThl KYOBIPJIapbIHBIH XKbLTy OKIIayJay KYHiH Tangayra apHanraH. JKbUly aFbIHBIH
oJIIIeyTe apHAIFaH aclanTap/Abl d3ipiey JKoHE 3ePTTey Ce3IMTall IIEMEHTTIH TeMIlepaTypa epiciH MiHAETTi
TYpZAE KapacThIpyAbI TaJlall eTe/li, SFHA OSpiIreH METTIK JKaFaainapaa oenrini Oip mimiHgeri 1eHe YIIiH KbUTy
OTKI3TIITIKTIH AuddepeHIManaplK TeHACYH eIy ai Tajgan erteai. JKaumsl sxaraaiaa ce3iMTan 3IeMEeHTTED
KoIl KabaTThl: KapaMeH jKaObUIFaH jka0blH, KAIOPUMETPUSIIBIK JKYKTEME, TEPMOCE3TIIll SJIEMEHTTED, JIaK KIHEe
KeniMMeH KabaTTajFaH aybIcanbl KabarTrap. SIFHH, ce3iMTall SJIEeMEHTTEp CAyJIeNIeHI'eH OeTKe epIeHIUKY ISP
0arbITTa J1a, Mapajuiesb OarbiTTa Ja OipTeKTi eMec. BipiHIi xarFnaiaa GipTEeKTI eMECTIri ce3iMTal AIEMEHTTIH
KONKAaOATTHUIBIFBIMEH OainaHbICThl. Makanazia CoyJIelIeHy JKOHE DJIEKTP TOTBIH KaJuOpiey Ke3iHIe >KbUTy
IIBIFBIHBIHBIH YKBUBAJICHTTLIIriHE OailIaHBICTHI KapTHI IIap JKOHE [Iap aliMaFbl TYPiHIET ce3iMTal 3JIeMEHTTIH
TeMIIepaTypa ©piCiH CHNATTAHTHIH XBUTy OTKI3TIINTIK TeHICYiHIH menriMaepi cumarttanrad. Ocvl ky#eri
KaTeJKTI ecenKe ay COoyJeNeHyIiH YHEePreTUKAIBIK MapaMeTpIiepiH eJIey AJIITiH apTThIpyFa MYMKIHIIK
Oepeni. Terneymnepain Oy memiMaepi KbUTy aFbIHBIH OJIIEyTre apHajFaH KypaJlIblH KYpHUIBIMBIHA HETi3
605l

Kinm ce30ep: XbUly arblHBI, JKbUTy aFBIHBIH OJILIEyre apHaJIFaH KYPBUIFBI, CE3IMTal JJIEMEHT, ce3iMTan
JJIEMEHTTIH TeMIIepaTypa epici.
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IT.A. Kucabexkona, [1.)K. Kapabekxosa, A.K. Xacenos, B.}O. Kyuepyk,
A.C. Kynycos, II1.C. Ks3gap6ekoBa

TeopeTnueckne 0CHOBBI MOCTPOEHUSI Pa0OTHI MPHOOPOB TEILIOBOT0 MOTOKA

MHoro4ucieHHbIe HCCIIeJOBaHuUs TOKa3bIBAIOT, YTO HanOoIee BceM TPeOOBaHMSIM TEXHUUECKOH THarHOCTUKU
TENJIOBBIX CETEH M TEXHOJIOTMYECKHX OOBEKTOB YAOBIETBOPSIOT METOABI HEpPa3pyIIAOIIETO KOHTPOJIS.
Mertoapl Hepa3pyLIAIOIIETO KOHTPONIS OCHOBAHBI HAa HAOJIOJCHUM U aBTOMAaTU3HPOBAHHOI perucTpanuu 3a
TEeMIIEpaTypHBIM COCTOSIHHEM MpoleccoB. Pa3paboTaHHblil mpubop HpeqHasHAadeH AN aHAIH3a COCTOSHHMS
TEIIOBOI M30JIIIMU IOA3EMHBIX TPyOonpoBooB. Pa3paboTka u mcciaenoBanue MpuOOPOB ISl M3MEPEHUS
TEIJIOBOTO IIOTOKA TPEOYIOT 00S3aTeIbHOTO PACCMOTPEHMS TEMIIEPaTypHOTO MOJISI yBCTBHTEIHHOTO
3JIEMEHTa, TO €CTh pelleHHs AuddepeHInansHOro ypaBHeHUs TeIUIONPOBOAHOCTH JUIS Tejla ONpeeIeHHOH
(OpPMBI TIpH 33IaHHBIX KPAeBHIX YCIOBHAX. B o0meM ciydyae 4yBCTBHTENBHBIC 3JIEMEHTHI MHOTOCIIOHHEL
YepHOE MOKpPBITHE, KaJOpHUMETpUUecKas Harpys3ka, TE€PMOYYBCTBUTENbHBIE 3JIEMEHTHI, UEPETYIOIIUECs
JIAKOBBbIE U KiIeeBble MPOCIOWKU. TO €cTh UyBCTBUTEIbHBIE 3JIEMEHTHI HEOJHOPOJIHBI, KaK B HAIlpaBICHHH,
HepIeHIUKYISIPHOM 00TydaeMoif OBEPXHOCTH, TaK U B MapaiiensHoM. HeomHOpoIHOCTS B EPBOM CiIydae
00yCIIOBIEHa MHOTOCIOMHOCTBIO YyBCTBHTEIBHOTO 3JIEMEHTa. B cTaTbe ONMHCAaHO pEIIeHHE ypaBHEHUS
TETIONPOBOIHOCTH, OIMCHIBAOIIEE TEMIIEpaTypPHOE IT0JIe YyBCTBUTEIBHOTO dJIeMeHTa B (hopMe moxycheps! 1
IIapOBOH 30HBI, 00YCIOBICHHOE HE3KBHUBAJICHTHOCTHIO TEIUIOBHIX IIOTEPh NPH OOJyYEeHHH M KaJHOpOBKe
JIEKTPUYECKUM TOKOM. YYET JaHHOW CHUCTEMAaTH4eCKOW IMOTPEUIHOCTU MO3BOJISET IHOBBICUTH TOYHOCTh
U3MEpPEHMs SHEepPreTHUeCKUX IIapaMeTpoB U3JIydeHHs. JlaHHbBIe pelIeHUus ypaBHEHMs JIEIJM B OCHOBY
KOHCTPYKIMI pubopa A H3MEpEeHNUsI TEIIOBOTO ITOTOKA.

Kniouesvie crnoga: TemnoBoil MOTOK, MpUOOP AT U3MEPEHMS TEIJIOBOTO MOTOKA, TyBCTBUTENBHBIA 3JIEMEHT,
TEeMIIEpaTypHOE M0JIe TyBCTBUTEILHOTO JIEMEHTA.
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