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Sh.S. Yarkimbaevl, E.M. Fedorovl, V.V. Redkoz, O.V. Galtseva3*, X.J iang4

INational Research Tomsk Polytechnic University, Tomsk, Russia
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*Nanjing University of Science and Technology, Nanjing, China
(E-mail: rabota2013tpu@mail.ru)

Study of physical control methods for metric parameters
of extended products in cable industry

The paper discusses the problems of electrical cables metric (geometric) parameters measurement. The meth-
ods of measuring the eccentricity of the electric cables (contact, ultrasonic, X-ray, and inductive-optical) are
considered. The advantages and disadvantages of using these methods of technological control of cable prod-
ucts are shown. A study of the inductive-optical conversion method for measuring the eccentricity of a single-
core cable, including the circuit for switching on the windings of the inductive converter, is proposed; the de-
sign of this converter is presented. The proposed solution makes it possible to achieve good conversion line-
arity when the conductor is displaced in the control zone. Wherein there is no need to use a system of me-
chanical drives for centering the magnetic transducer. In addition, the proposed scheme enables to combine
the magnetic and optical transducer constructively in the same plane, which ensures to reduce its longitudinal
dimensions relative to known analogues. The device prototype for eccentricity control is created based on the
proposed transducer; its technical characteristics are confirmed. Direction of further research is determined as
part of the development of the industrial design of the device.

Keywords: cable industry, contact methods, contactless methods, geometric characteristics, eccentricity, in-
ductive method, cable core, linearity.

Introduction

Cables and wires are among vital products in modern everyday life. The cable industry is one of the
leading and most rapidly developing sectors of the national economy. It has some features, such as a high
manufacturability, energy intensity, resource intensity and a high degree of production automation. The max-
imum indicator of quality is achieved by improving the technology for control of the main product parame-
ters during production and technological-process automation. Therefore, it is necessary to perform the in-
process control of both electrical and geometric parameters of cable products [1-2].

The existing control systems (mainly foreign) of the diameter and eccentricity of the electric cable do
not meet the requirements of modern Russian consumers in terms of price and number of operational charac-
teristics. It is also unacceptable that there are virtually no instruments by domestic manufacturers of measur-
ing equipment in a strategic area of cable manufacturing.

Controlling the damage of the conductor to the center of the insulating material in the manufacture of
products for the cable industry is essential. Eccentricity is the most important parameter for a given type of
product and technical and operational characteristics.

Continuous eccentricity control also reduces the consumption of expensive insulation materials (polyvi-
nyl chloride, polyethylene, polyamide, etc.) in the production of signal and power wires and cables. The need

Cepus «dusukay. Ne 2(106)/2022 7
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to measure the output of the extrusion die (core insulation temperature of ~130 °C) and the process continui-
ty does not allow the use of contact and destructive eccentricity control methods. Figure 1 shows the section
of the insulated core of the electrical cable, where the distance from the center of the conducting core to the
center of the cable sheath (segment e) is its eccentricity, and the segments €, and e, are projections of eccen-
tricity along the corresponding axes.

To perform the in-process control of insulation eccentricity, many types of devices are produced based
on capacitive, inductive-optical, and X-ray measurement methods. Instruments manufactured by companies
that are world leaders in the development and production of control devices for the cable industry, such as
Sikora Industrieelektronik (Germany), Zumbach Electronic Automatic (Switzerland), ERMIS + (Russia)
show the highest characteristics [3].

Isolation y2)

Conducting
core

Figure 1. Section of the controlled insulated conductor of the electrical cable

Destructive and contact control methods

The essence of the destructive method of eccentricity control is the selection by the plant quality control
service of samples of finished cable products and measurement of eccentricity on their section and, if re-
quired, other geometric parameters using measuring microscopes and other available tools that provide the
necessary accuracy.

Destructive methods of controlling the eccentricity of cores and cables are not inherent methods of the
in-process technological control. This measurement method refers to methods of output and quality control
of the finished product or semi-finished product. The method allows rejection of the manufactured products
by eccentricity, but it cannot be used to quickly intervene in the production process to eliminate the defect.

The results of these destructive diagnostic methods are distorted or inaccurate for a number of reasons.
For example, as a result of deformation, geometric parameters of the structural parts of the product change
during control, and control of an individual sample cannot guarantee the quality control of the entire cable
coil, which can be several kilometers in length.

The output control of the eccentricity of the finished product alone is not enough to ensure its compli-
ance with the required quality standards. Therefore, the in-process control of eccentricity is required using
the developed methods and means of control, both contact and non-contact.

Eddy current methods

The operation principle is based on the use of eddy current resonance sensors that determine the dis-
tance to the surface of the conductor located in an insulated core. A pair of sensors is installed on opposite
sides of the controlled core. Difference in signals of these sensors is proportional to deviation of the conduc-
tor center from the center of the measuring system, which is combined with the insulation center. As a result,
the difference in sensor signals depends only on eccentricity along the measurement axis. To control eccen-
tricity simultaneously in two directions perpendicular to each other, two pairs of sensors are installed so that
sensitivity axes of each pair are located at an angle of 90° [4].

Alignment of the center of the measuring system with the center of insulation in different devices is im-
plemented in two versions. The simplest version (Figure 2) suggests a mechanical contact method of center-
ing with the help of two pairs of profiled rollers through which the controlled core passes. Sensors with
wear-resistant coating that protects them from abrasion are pressed against the insulation surface of the mov-
ing core.

8 BecTHuk KaparaHgmMHCKOro yHusepcureTa



Study of physical control methods...

Conducting
core Sensor 1
N\
bON
3255 N
e =Bl - 52
- —>1
o~
pd
Isolation I_\Sﬁ:;)i’

Figure 2. Eccentricity measurement principle with mechanical contact alignment method

This measuring system can be installed on the extrusion line only behind the cooling bath, where the
applied insulation acquires the required rigidity. When using such a device, a high-quality drying of the core
after cooling must be carried out, since moisture on the insulation surface impairs the accuracy of the device
readings.

Non-contact methods

Contact methods used to control eccentricity have serious drawbacks described above. In particular, de-
vices that employ contact methods cannot be installed behind the extruder since the material of the overlay
cable sheath at this place is not fully solidified. Therefore, they cannot be used in the automatic extrusion
control system. The measurement error of these systems does not meet modern requirements. In addition to
contact and destructive methods, methods for non-contact control of cable eccentricity have been developed
and implemented in the process.

Ultrasonic methods

Ultrasonic methods are used to control not only the outer diameter of the cable product but also the
thickness of its insulation and eccentricity [5].

The method employs the ultrasonic principle (using echo pulse) illustrated in Figure 3. Piezoelectric
transducer converts electric energy of short electric pulses into mechanical energy of acoustic waves. When
propagating sound waves pass from one medium to another (for example, from water to a polymeric materi-
al), part of the energy of these waves is reflected towards the piezoelectric transducer. The waves are reflect-
ed from both the outer and inner surfaces of the coating.

Figure 3. Use of echo pulse in measuring thickness of cable product coating

Thus, it is possible to measure the coating thickness, which will be equal to the production of the ve-
locity of the acoustic wave propagation multiplied by the difference in time of the wave reflection from the
outer and inner front surfaces of the coating At. The material thickness L can be calculated based on the val-
ue of the wave travel time and its velocity using the following ratio:

L=vVAt/2, (1)

where v is speed of the sound in the material of the measured product sheath, At is time of signal passage.
The magnitude of the relative change in the signal amplitude can be used to detect defects or measure wave
attenuation in the material.
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When several pairs of ultrasonic transducers are used, eccentricity, diameter and thickness of the insula-
tion of the product can be measured along two, three or more measuring axes, as shown in Figure 4.

Figure 4. Four-coordinate measurement of cable eccentricity by ultrasonic method

As in the case of diameter measurement, ultrasonic methods of measuring eccentricity have the same
disadvantages related to the emission character of primary transducers, which imposes a limitation on the use
of such systems in cable enterprises [6—10].

Measurement of eccentricity by ionizing radiation

Due to the development of reliable X-ray sources, the emergence of high-resolution digital X-ray sen-
sors, as well as the gigantic increase in computing power in recent years, new opportunities have opened up
for the use of X-ray methods for measuring the internal structure of manufactured cable products, particular-
ly computed tomography.

The main principle of tomography is to provide instrumental imaging of the insides of the object, typi-
cally not perceived by the human eye. This involves the use of a ray, which, unlike human vision, has an in-
ternal vision of the test object. Such properties are inherent to an X-ray beam, which is physically a high-
energy electromagnetic wave formed on the anode of an X-ray source.

The X-ray beam is used to visualize the internal components of the test object. Absorption of some rela-
tive amount of X-ray energy is a typical property of a material, which is based on a simple empirical rule: the
greater the atomic weight of the element, the higher the ability of the element to absorb beam energy. As a
result, materials such as metals or alloys thereof have a high X-ray absorption coefficient, while low atomic
weight elements such as polymers have a sufficiently low absorption coefficient depending on the type of
polymer and additive material [11].

The X-RAY 2000 is specially made for the measurement of the wall thickness, eccentricity and the inner and
outer diameter of single layer hoses and tubes as well as for single layer cables to measure the wall thickness, the
concentricity and the outer diameter. Figure 5 shows an example device of this type (Sikora) [10].

SIKORA

e

Figure 5. X-RAY 2000, Sikora (X-ray meter)
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When the beam passes through the test object, the beam energy is partially absorbed, and this depends
on the distribution of the material inside the object. The resulting shadow images contain information about
the test object. In the past, photographic plates were used to visualize information about an object obtained
using a beam. Currently, high-resolution amorphous-silicon digital detectors are used to process digital im-
age information obtained using a beam. The ordered digital data can be rendered by an image recording de-
vice or used for further calculations to control the internal geometry of the cable product.

The main advantage of X-ray measuring systems over others is that they can be used to control not only
single-core cables and wires but also cable products of a complex multi-layer and multi-core structure.

The high cost of such systems (over 25 million rubles) makes them unprofitable and impractical for
control of single-core cables of small cross-section, where cheaper measuring devices that employ other
methods of measuring eccentricity can be applied. Another disadvantage is the use of X-rays, which pose a
health hazard to the cable plant personnel [12-15].

Inductive-optical method of eccentricity measurement

Inductive transducers are now widely used for non-contact control of many parameters of products
made of conductive materials. These transducers have a number of valuable qualities, the main of which are
high sensitivity, simplicity of the device, small dimensions and weight, low inertia, etc. Inductive sensors
allow appropriate selection of the supply current frequency to increase the sensitivity to a certain controlled
value and reduce it in relation to other factors acting on the sensor. For example, by choosing the optimal
conversion frequency of the inductive transducer, it is possible to reduce the effect on measurement results of
the transverse offsets of the wire, as well as to offset from external electromagnetic interference [16—19].

Eccentricity is measured by using two transducers together on this method. The first is optical. The di-
ameter and position of the cable sheath is measured here. Second, transformer converter is a definition elec-
trically conductive core. Based on the joint data obtained, eccentricity is determined.

Figure 6 shows the design of the converter. The used magnetic converter is essentially a transformer.
The functions of the exciting windings are performed directly by the conductor, and the inductive transducer
is responsible for the functions of the measuring winding. To let the excitation current flow through the con-
ductor, an inductor is used, which is a rind-shaped core in the form of a transformer. The primary winding is
connected to the generator output, and the secondary winding is a conductor through which the core ring is
passes.

Y IND

w21

w1

w22

Figure 6. Design of the inductive-optical transducer: ORS — optical radiation source; PD — photodetector;
IND — inductor; w; — conductor with current (excitation winding); W,;, W,; — measuring winding sections

The differential induction transducer has two identical sections W,; and W, with windings located in the
plane ZOY. The geometric axis of the induction transducer symmetry OZ coincides with its electric axis,
which is characterized by a zero signal of the transducer, when the axis is aligned with the longitudinal axis
of the conductor. When the conductor axis is displaced relative to the OZ axis in the ZOY plane, a signal is
generated at the output of the induction transducer, which is functionally associated with the A offset value.
Figure 6 shows only one induction transducer for measuring OY displacement. In fact, there is another simi-
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lar transducer for measuring OX displacement, the windings of which are located in the orthogonal plane
ZOX.

Experimental

An inductive-optical method for measuring the eccentricity and diameter of a single-core electric cable
has been developed based on the above methods. The method implies a combined use of an optical method
for measuring the displacement of the outer cable sheath in a diverging laser beam and an inductive trans-
former method for measuring the displacement of the cable conductor.

The proposed design includes a mutually inductive transducer with measuring windings that have four
rectangular sections connected in series, which are designed to measure the conductor axis coordinates in
one of the orthogonal planes. Each of the oppositely connected sections of the transducer described above is
replaced by a pair, according to the sections connected (Figure 7). The optimal ratio of the transducer geo-
metric parameters can provide high linearity of the conversion function and the signal independence in the
winding designed for measuring the displacement along one axis on the displacement along the orthogonal
axis in a wide range of displacements measured.

|

\AS

I Conductor

124

Figure 7. Inductive-optical transducer: a — winding connection circuit
of the magnetic transducer of one channels; b — transducer design

Figure 7 shows a cross-section of the combined inductive-optical transducer with a plane perpendicular
to the measured cable, where 11.1-11.4 and 12.1-12.4 are windings of the inductive transducer, which
measures the cable core displacement in the first and second channels; L1, P1 and L2, P2 are the semicon-
ductor laser module and the multi-element receiver of both measuring channels of the optical measuring sys-
tem, which controls the position of the outer cable sheath.

Figure 7 shows the design of an inductive measuring transducer, which differs in its windings located in
planes intersecting at an angle of 60° and passing through the longitudinal axis of symmetry of the transduc-
er. Similar to the transducer presented in Figure 6, the controlled conductor performs the function of the ex-
citation winding. Each of the pair of measuring windings designed for measuring the conductor axis coordi-
nates along one of the orthogonal axes has two sections connected in series.

Solid lines indicate the dependences of the coordinate factor K(X,y) on the change in the measured y co-
ordinate and on the change in the X coordinate, when the conductor is displaced in the orthogonal direction
for the proposed transducer with an optimal ratio of the geometric parameters X; and y; in Figure 8. The dot-
ted lines indicate similar dependencies for the prototype transducer.
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Figure 8. Dependence of the coordinate factor K(X,y) on the change in the measured coordinate of the conductor axis y(a)
and on the change in the orthogonal coordinate X(b) for the proposed transducer (1) and the prototype transducer (2)

Figure 9 shows a graph of the coordinate factor dependence, at which the winding section is set at an

angle of 60°.
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Figure 9. Theoretical and practical dependence of K(X,y) on the measurement
of the coordinate of the axis of the conductor y (a) and on the change in the coordinate x (b)

During the experimental part, samples of wire of various diameters were taken. Measurements were
carried out by displacing it from the center of the axis of the indicator and optical unit. The results are shown

in Table 1.

Table 1
Experimental results
D, [mm)] Cx0, [mm] Cy0, [mm] Cx, [mm] Cy, [mm] Ux, [mV] Uy, [mV]
1 2 3 4 5 6
0 0 -0.003 0.001 -0.3 0.1
1 1 0.997 1.006 99.7 100.6
0.2 1 -1 0.999 -1.002 99.9 -100.2
-1 -1 -0.998 -1.002 -99.8 -100.2
-1 1 -1.003 1 -100.3 100
0 0 0 0.002 0.0 0.2
0.5 1 1 0.998 0.999 99.8 99.9
1 -1 1.001 -1 100.1 -100
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1 2 3 4 5 6
-1 -1 -0.999 -0.999 -99.9 -99.9
-1 1 -1.002 0.997 -100.2 99.7
0 0 -0.002 -0.004 -0.2 -0.4
1 1 1.001 0.998 100.1 99.8
1 1 -1 0.998 -0.997 99.8 -99.7
-1 -1 -1 -1.003 -100.0 -100.3
-1 1 -1.002 0.998 -100.2 99.8
0 0 0 -0.003 0.0 -0.3
1 1 0.995 0.997 99.5 99.7
1.2 1 -1 1 -1 100.0 -100
-1 -1 -0.997 -0.999 -99.7 -99.9
-1 1 -1 1.002 -100.0 100.2
0 0 0.002 -0.001 0.2 -0.1
1 1 0.999 1 99.9 100
1.5 1 - 1.001 -0.998 100.1 -99.8
-1 - -1.002 -1.002 -100.2 -100.2
-1 -1.001 0.998 -100.1 99.8

An experiment was carried out to compare the conversion function of the proposed converter. As we
can see on the graph, the values obtained experimentally characterize good linearity and an order of magni-
tude less dependence on the conductor displacement in the orthogonal direction.

The discrepancy between the results of mathematical and physical modeling is within the total error of
the measuring instruments used in the experiments.

Results and Discussion

Transducer new design with fundamental differences from the existing foreign measuring instruments is
proposed (Figure 9). Owing to the magnetic transformer mutually inductive converter, the conversion func-
tion has significant linearity, which eliminates the need for electric drives that center the measuring unit in
automatic mode relative to the measurement object. Also, it becomes possible to conveniently arrange induc-
tive and optical sensors into a single split system due to the more convenient ornogonal arrangement.

Conclusions

An inductive-optical method for measuring the eccentricity and diameter of a single-core electric cable
has been proposed based on the combined use of the optical method for measuring the displacement of the
outer cable sheath in a diverging laser beam and the inductive transformer method for measuring the dis-
placement of the conducting core. The proposed inductive method, in contrast to analogs, has a linear trans-
formation function due to the features of the implementation of the measuring transducer. This study is un-
derway. Further, a technical implementation is planned to determine the numerical difference between the
used method and the proposed one.
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Kabenb eHepKkaciOiHiH y3apThLIFaH Oy bIMIAPBIHBIH METPUKAJBIK
napaMerpJiepiHid ¢pusukanbIK 0aKbLIay JAiCTEPiH 3epTTEy

Maxkanaza 3JeKkTp KaOelbIepiHiH METpPHKaJbIK (TE€OMETPHUSUIBIK) IapaMeTpIepiH eImey Moceremepi,
COHBIMEH Karap, OJIEKTp KaOeJbIepiHiH OSKCICHTPUCHTETTEpPiH emey omictepi  (KOHTAKTiMi,
YIBTPAABIOBICTEIK, PEHTTCHIIK >KOHE HWHAYKTHBTI-ONTHKAJIBIK) KapacTelppurrad. Kabenpmik OyiibIMmapist
TEXHOJIOTHSUIBIK ~ OAaKbUIAYIBIH OCHI  ONICTEPiH KOJNAHYABIH AapTHIKIIBUIBIKTAPEl MEH KEeMIILTKTepi
KepceTiared. MHAYKTHBTI TYPJICHIIPTIITIH OpaMAapbiH KOCY Ti30eriH Koca anFanma, Oip sIpoJibl KabelbaiH
OKCLIEHTPUCHTETIH  OJNIIEeYAiH WHIYKTHBTI-ONTHKAIBIK TYPJICHAIPY ONICIH 3epTTey JKOHE  OCHI
TYPJICHAIPTIIITIH KOHCTPYKIMACH! YCHIHBIIFaH. ¥ CHIHBIIFAH IIENIM OTKI3TiMITiH 0ackapy alMarbIHIa OpbIH
AyYBICTBIPFaH Ke3/Ie JKaKChl KOHBEPCHSIIBIK CHI3BIKTBUIBIKKA KOJ JKETKi3yre MyMKiHAik Oepeni. By sxarnaiina
MarHUTTIK TYPJICHIIPTIIITI OPTANBIKTaHABIPY YIIiH MEXaHUKAIIBIK )KETEKTEp JKYHECIH maiiiananyablH KaKeTi
koK. CoHIaif-ak YCHIHBUIFAaH CXEMa MAarHUTTIK JKOHE ONTHKAJBIK TYPJISHIprimTi Oip >Ka3bIKTHIKTA
KOHCTPYKTHBTI Typae Oipikripyre MyMKiHIiK Oepemi, Oyn Oenriymi aHamorrapra KaTBICTBI OHBIH OOMIIBIK
oJIIIeM/IepiH a3aiiTyFa MyMKIHIIK acaipl. ¥ CBIHBUIFAH TYPJICHAIPTIII HETi3iHAe IKCIEHTPHUCTIK OaKbUIayFa
apHaJFaH KYpPBUIFBIHBIH TYMYJITICi jKacajbl; OHBIH TEXHHKAJBIK CHUIATTaMalapbl pacTajabl. Opi Kapaursl
3epTTey epaiH OaFbIThl KYPBUIFBIHBIH OHEPKACINTIK YITICIH 93ipiiey OeJiri peTiHie aHbIKTaAbL.

Kinm ce30ep: xabenb eHepKaciOi, KOHTAKTIM 9iCTep, KOHTAKTCHI3 dJiCTep, TEOMETPHUSUIBIK CHIIaTTamanap,
IKCLEHTPUCTIK, UHIYKTHBTI 9/1iC, Kabeslb TapaMbl, CHI3BIKTHIK.
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I.C. SApxumbaes, E.M. ®enopos, B.B. Penpko, O.B. INanbiesa, 13511 Kcro

HUccnenoBanme MeTo10B (PU3MIECKOT0 KOHTPOJIS METPUIECKUX
NapaMeTpPoB NPOTSAKEHHBIX U3/1eIuil Ka0eJbHOU NPOMBIIIJICHHOCTH

B cratpe paccMOTpEeHEI BOIIPOCH M3MEPEHHsT METPUUECKUX (T€OMETPHUYECKHX) IapaMeTPOB IEKTPHIECKIX
kabelel, a Takke METOJbI U3MEPEHHS SKCLEHTPUCHUTETA 3IEKTPUUECKUX Kabenel (KOHTaKTHBIN, yIbTpa3By-
KOBOH, PEHTI€HOBCKUI U MHAYKTUBHO-ONTHYECKUi). [loka3zaHbl MpenMyInecTBa U HEJOCTATKU HCIOJIb30Ba-
HHS JaHHBIX METOJIOB TEXHOJIOTHYECKOTO KOHTPOJIS KabenbHOH mpoaykiuu. [Ipennoxkeno uccnenoBanue HH-
JTYKTHBHO-ONTHYECKOTO IPe00pa3oBaTeIbHOTO METOJA U3MEPEHHS SKCIIEHTPHCUTETA OIHOXKUIBHOTO Kabers,
BKJIIOYAIOIIETO CXEMY BKJIIOUEHHs 0OMOTOK MHIYKTHBHOTO NpeoOpa3oBaTellst; MpeicTaBieHa KOHCTPYKITHS
sToro mpeobpasosaters. [Ipemaraemoe pemenue mMo3BossieT JOOUTHCS XOpolIeit TMHESHHOCTH peodpazoBa-
HUS TIPY TIepEMEIIeHAH TIPOBOIHNUKA B 30HE KOHTPOII. IIpu 3TOM HeT HE0OOXOJMMOCTH UCIIONB30BaTh CUCTe-
My MeXaHHYEeCKUX NPUBOLOB IS LEHTPHPOBAHHUS MarHUTHOTO mpeobpaszoBareins. Kpome Toro, npemioxen-
Has CXeMa I03BOJIIET KOHCTPYKTUBHO COBMECTHUTH MAarHUTHBIH M ONTHYECKHH NpeoOpa3oBaTeNy B OIHOMN
TUIOCKOCTH, YTO MO3BOJISIET YMEHBIINTH €0 MPOJONbHbBIE Pa3Mephl 0 CPABHEHUIO C H3BECTHBIMH aHAIOTaMH.
Ha ocHoBe mpemnoxeHHOro mpeoOpa3oBaTens CO3JaH NMPOTOTUIl YCTPOHCTBA KOHTPOJS SKCLEHTPUCHUTETA;
€ro TEeXHHYECKHE XapaKTePHCTHKH ObUIM TMOATBEpXkIeHBL HampapieHune manpHEHIINX HCCIEIOBaHUI ompe-
JIeTIEHO B paMKax pa3pabOTKH MPOMBIIIIEHHOTO 00pa3na yCTpoHCTBa.

Kuroueswvie crosa: xabenbHas IPOMBIINUICEHHOCTh, KOHTAKTHBIC METO/bI, OCCKOHTAKTHBIE METOJbI, TCOMETPHU-
YECKUEC XapaKTECPUCTUKU, SKCHEHTPUCUTET, I/IHI[yKTI/IBHHﬁ MCTO/J, XXHuJia Ka6€.]'lﬂ, JIMHEHHOCTb.
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Phase transformations during the doping of zinc chloride and
silver nitrate into calcium phosphates

This article shows the results of a study on a biocomposite material based on calcium phosphate doped with
ZnCl and AgNO;. Calcium phosphates are mainly used in dentistry and orthopedics due to their excellent bi-
ocompatibility, osteoconductive properties and similarity to the inorganic components of human bone. The
main objective of the study is to investigate the morphology, elemental and phase composition, and physico-
chemical properties of the obtained material. The test material is obtained in the form of a suspension and
subjected to ultrasonic treatment. The microstructure and phase composition of the obtained biocomposites
are studied by SEM, XRD, FTIR methods. It is possible to obtain dicalcium phosphate dihydrate (DCPD) by
the presented methods, and the results demonstrate a partial replacement of calcium atoms by zinc atoms. X-
ray phase analysis shows that Ca(HPO,) (H,0), phases as well as CaZn, (PO4),(H,0), and AgCl phases were
formed during the reaction. Fourier transform infrared spectroscopy revealed that the obtained samples con-
tain the groups HPO,* and PO,’, with the group PO,* replacing the group CO;% The biocomposite materials
could be of great interest in the biomedical field, including the development of coatings that prevent or delay
the development of bacterial biofilm.

Keywords: biocomposite material, calcium phosphates, morphology, Ag-doped, hydroxyapatite, bioactivity,
biocompatibility, osteoconductive.

Introduction

Currently, biomaterials are an area of great interest in medicine, especially new biomaterials with
osteoinductive properties and a bactericidal effect [1]. The fact is that during surgery, there is a risk of bacte-
rial infection. In the event of septic inflammation of the tissues that come into contact with the implant, bac-
teria can adhere to the surface of the implant and form a biofilm [2]. This leads to the development of “im-
plant-associated infections”, which are one of the main complications of orthopedic surgery. Such infections
must be treated with systemic antibiotics, which are not always effective because there is another problem -
antibiotic resistance of microorganisms [3]. One of the ways to solve these problems is to create materials
that have antibacterial properties in addition to biocompatibility.

Silver nanoparticles are effective in treating wounds and ulcers. Currently, antimicrobials containing
silver nanoparticles are widely used [4]. It has been shown that AgNO; demonstrates significant antibacterial
activity against various types of bacteria, both Gram-positive and Gram-negative: Salmonella, Staphylococ-
cus, and Pseudomonas, etc. [S]. In the works of the authors Qiuju Zhou et al. it has been reported that
AgNO;-doped nanocomposite microparticles showed good cytocompatibility and effective antibacterial
activity against Gram-negative E. coli and Gram-positive S. aureus [6]. Zinc ions also show an antibacterial
effect. In addition, trace elements of zinc are present in human bone tissue and stimulate the process of
osteoinduction and play an important role in the human immune system [7].

The use of biocomposite materials with antimicrobial activity based on calcium phosphates in medicine
is promising because human bone tissue is a natural nanocomposite material [8, 9], in which hydroxyapatite
nanoparticles (HA) are embedded in collagen fibrils and contain microelements, such as Si, Fe, Zn, Cu, I,
Ag, etc., which affect bone tissue, its formation and properties. As an inorganic bone component, HA
nanoparticles have excellent biocompatibility, osteoconductivity, and are widely used as a basis for bone
tissue engineering, as well as a material for coating implants [10,11].

Calcium phosphates was mainly used in dentistry and orthopedics as dental fillers, coatings for titanium
dental implants, as bone substitutes, and for bone reconstruction and regeneration, due to their excellent bio-
compatibility, osteoconductive properties, and similarity to the inorganic constituents of human bone [12—
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16]. This work is devoted to the synthesis and comprehensive study of a biocomposite material based on cal-
cium phosphate doped with ZnCl and AgNO;.

Experimental

The suspension based on calcium phosphate was obtained by dissolving CaCl, 2H,0: Na,HPO, 12H,0
in distilled water in the ratio of 1:2. The solution was mixed in a ball mill for 60 min. ZnCl, AgNO; were
added to the resulting suspension in different ratios (Table 1). The resulting solution was subjected to ultra-
sonic treatment for about 40 minutes. The solution was mixed again in a ball mill for 40 minutes. Then the
solid fractions were separated by centrifugation and dried at room temperature. The resulting composite ma-
terial was analyzed using analytical equipment.

XRD analysis. The crystallographic structure investigation was performed by the PANalytical
X'PertPro diffractometer. The detector diffraction aperture is 100 pum, anode material - Cu/K-Alpha
1,54060A.

FTIR analysis. The functional groups study was carried out by PerkinElmer Spectrum BX Fourier
transform infrared spectrometer. Spectra were recorded over the range 4000400 cm-1 at 1 cm-1 resolution.

SEM analysis. Surface morphology was performed on the JSM-6390LV microscope with the INCA
Energy Penta FET X3 energy dispersive microanalysis system at 20 kV acceleration voltage. The chemical
elements distribution analysis was performed in the selected area.

Table 1
Concentrations of ZnCl, AgNO;

Samples AgNO; ZnCl
1 1,5% 3,5%
2 2,5% 2,5%
3 3,5% 1,5%

Results and Discussion

According to the results of X-ray phase analysis (Fig. 1), all samples were found to contain dicalcium
phosphate dihydrate (DCPD) (Brushite) Ca(HPO,) (H,O), phases, as well as CaZn, (PO,),(H,0O), and AgCl
phases. ICSD databases were used in the analysis of the obtained data. The main phase is Ca(HPO,4)(H,O)s,,
which crystallizes in a monoclinic unit cell, and the results show that there is a partial replacement of calci-
um atoms by zinc atoms, and AgCl synthesis also occurred in the reaction. From a comparison of the diffrac-
tion patterns (Fig.1) of the obtained samples, a change in the shape of the diffraction lines with an increase in
the zinc concentration is visible. This is probably due to deformation in the crystal lattice and a decrease in
the size of nanocrystals of zinc-substituted samples.
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Figure 1. X-ray diffraction patterns of the obtained samples.
* Ca(HPO,) (H,0), (ICSD code16738), ® CaZn, (PO4),(H,0), ICSD code 040146), A AgCl (ICSD code 64734).

The surface morphology of the samples was studied (Fig. 2) using a scanning electron microscope
(SEM) with INCA analysis. Analysis results illustrate that the samples have similar surface morphology.
This indicates that for the samples, the introduction of zinc atoms into the crystal lattice of dicalcium phos-
phate dihydrate does not change the materials morphology. Images show that these samples have calcium
phosphate agglomerates and calcite grains. According to the INCA analysis data (Fig. 2d), we can conclude
that white inclusions belong to the AgCl crystals. Our supposition is also proved by XRD analysis data,
where the peaks of AgCl (ICSD code 64734) are clearly shown. However, it is difficult to identify certainly
because INCA and XRD integrate signals from the material.

x'.*.

K ,,- 3(3,!;:)'0 ¥ 5um =

Figure 2. SEM image of samples (a — sample 1; b — sample 2; ¢ — sample 3, d — EDX analysis of the sample 1)

Table 2
Elemental composition of the obtained samples, all results in weight %
Samples 0] Na Ag Zn Cl Ca P Ca/P
Sample 1 58.7+£1.38 0 9.3+4.5 8.39+3.4 2.6£0.2 11.18+2.5 9.02+1.6 1.23
Sample 2 55+1.6 1.25 5.58+2.8 5.9443 2.3+£0.13 16+1.07 13.8+0.68 1.16
Sample 3 60+2.1 1.28+0.11 8.44+1.6 1.35+0.22 | 2.2+0.09 14.076+0.46 11.65+0.46 1.2

From the results of INCA analysis (Table 2), the average Ca/P ratio in Sample 1, Sample 2, and Sample
31is 1.23, 1.16, and 1.2, respectively. It can be seen that with an increase in Zn concentration, Ca concentra-
tion decreases, which could indicate a partial replacement of calcium atoms by zinc atoms, which is con-
firmed by X-ray diffraction analysis.
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Figure 3. FTIR spectra of the synthesized samples (a — sample 1; b — sample 2; ¢ — sample 3)

In the IR spectra (Fig. 3) of the investigated samples, high-intensity groups of modes in the range of
987.8 and 1061.5 cm™ were observed, which belong to the PO,’- complex. The vibrational modes at 1038.3
cm’' should be attributed to the asymmetric stretching mode (v3) of the P—O bond and bending vibrations of
the PO,’ groups. In addition, vibrational modes in the range of 792, 873 and 1212 cm™ can be observed in all
samples belonging to the HPO,” group. The vibrational modes in the range of 653 and 3485 cm™ can be at-
tributed to the group OH. Low-intensity vibrational modes at 1508 and 1648 cm-1 show that the PO,> group
is replaced by the CO;> group, which is due to the absorption of CO, from the atmosphere during synthesis
[17]. In spite of doping with Ag and Zn ions, the relative intensity of CO, modes on all samples remained
almost constant. When comparing the spectra, the samples doped with Ag and Zn ions show a gradual slight
broadening and shift of the absorption bands due to an increase in foreign ions.

Conclusions

The results of X-ray diffraction contributed to the following conclusions: It is possible to obtain
dicalcium phosphate dihydrate (DCPD) by the method presented in this work; There is a partial replacement
of calcium atoms by zinc atoms; All samples of dicalcium phosphate dihydrate (DCPD) (brushite) contain
Ca(HPO,) (H,0), phases as well as CaZn, (PO,),(H,0), and AgCl phases.

The SEM study outlined that the specimens have similar morphology. Calcium phosphate agglomerates
are observed on the surface, as well as crystalline AgCl inclusions 1-2 um in size. The INCA analysis
demonstrated that with an increase in Zn concentration, Ca concentration decreases, indirectly confirming
the partial replacement of calcium atoms by zinc atoms.
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According to IR spectroscopy, the obtained samples contain the HPO,* and PO,’ groups, with the PO,’
group replaced by the CO,* group. The results of a comprehensive study provide information for a better un-
derstanding of the processes that occur during the synthesis of biocomposite materials.
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MbIpbIi XJIOPUII MEH KYMiC HUTPATHIH KAJbIHH
docharrapbina Kocy ke3iHjaeri ¢ga3ajbik e3repicrep

Maxkanana ZnCl xone AgNO; KocbuUtFaH Kajibliuid ¢ocharel HeriziHzeri OMOKOMIIO3UTTIK MaTepHalIbIHBIH
3epTTey HOTIDKeNepi KepcerinreH. bBuoyiineciMuiniri MEH OCTEOKOHIAYKTHBTI KacHETTepi J>KOHE amaMm
cyiekTepiHiH OefiopraHMKalbIK KOMIOHEHTTEpiHEe YKCACTBIFBIHAH KalbIMi (ocdaT Herizinmeri Gnokommo-
3UTTHl MaTepuaiap, CTOMATOJOTUsI MEH OpTONenusaa KeHiHEH KOJJaHbUIAAbL AJBIHFAaH OMOKOMIIO3UTTIH
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MHKPOKYPBUIbIMBI MeH (azanbik Kypambel COM, POA, UK-Dypse omicrepimen 3eprrenai. JaiibiHaanran
CBIHAK MaTepHaJibl CYCIIEH3Us PETiHIE AJBIHABI JKOHE YIbTPAaAbIOBICTHIK OHICYACH OTTi. 3epTTeyAiH Heri3ri
MaKCaThl aJIbIHFaH MaTepUaIbIH MOP(OIOTHACHIH, 3JIEMEHTTIK jkoHE (ha3asIblK KypaMblH, COHAa-aK Gu3nka-
XUMHSUIBIK KaCHeTTEepiH 3epTTey. AJBIHFAH HOTIDKeIepre Colkec, YCHIHBIIFAH 9Jic OOWBIHIIA AUTUAPAT H-
kansruiipocharer (JIKD/I) amyra GomaTeIHIBIFEL, COHBIMEH KaTap HOTIDKeIep KaJbIMH aTOMIapbIHEIH MBI-
PBII aTOMIAapbIMEH iIIiHapa aJMacTHIPBIIATHIHIBIFE! KepceTureH. PeHTreHdasamblk Tanpay HOTHKeNepi
6oiipiama peaknus Oapeicsinga Ca(HPO,) (H,0), dazamapsr, conpaii-ak CaZn, (PO,)2(H,0), xone AgCl
dasanaps! naiina GomFamsr anbikTanas. MK criektpockonus oxiciMen ansinran yarinepae HPO, sxone PO,
TONTApBI Gap eKEHIIri AHBIKTAIFaH, COHBIMEH Katap PO42 10651 CO,” TOOBIMEH aIMACKAHBIH Galikayra 6o-
nanpl. BHOKOMMO3UTTIK MaTepuangap OMOMEIHIHA CalachlHAA YJIKEH KbI3BIFYIIBUIBIK TYIBIPYBl MYMKIH,
COHBIH ilIiHAEe OAKTEpUSUIBIK OMOIUICHKAHBIH JaMyBIH OOJIBIPMAaiTBIH HeMece OasynaTaThlH >KaObIHOApAbl
aziprey.

Kinm ce30ep: GNOKOMIIO3UTTI MaTepuai, Kanblui (ocdarsl, MOPGHOIOrHs, THAPOKCHAIATUT, JIETUPIICHIeH
Ag, OMONOTHSIBIK OENICCHIUTIK, OMOCOMKECTIK, OCTCOKOHTYKTUBTLIIK.

A.H. Carunyrymap, A. TypasiGexyisl, [. Jloragkun, A.Jl. Ilorpe6Hsk,
H. Kanraii, A. CagqubexoB

da3oBble NPeBPALICHUS IIPH JONIMPOBAHUHU XJIOPHAA IUHKA
U HUTpaTa cepedpa B ¢pocdarbl KaJAbLHA

B crarpe mokazaHbl pe3ysibTaThl HCCIEAOBaHNS OMOKOMIIO3UTHOTO MaTepHalia Ha OCHOBe (ocaTa Kaabuus,
normupoBaHHOTo ZnCl n AgNO;. ®ochaTsl KanbIyst HAXOAAT MIUPOKOE MIPUMEHEHHE, 0COOCHHO B CTOMATO-
JIOTUH U OPTOIIENINH, M3-32 MX IIPEBOCXOJHON OMOCOBMECTHMOCTH, OCTEOKOHAYKTHBHBIX CBOMCTB M CXOJICTBA
C HEOpPraHNYECKUM KOMIIOHEHTOM KOCTe! denoBeka. MUKpPOCTPYKTYpY U (ha30BbIif COCTaB MOITYyYEHHBIX OHO-
KOMITO3UTOB HccienoBainu Meronamu COM, POA, UK-Dypee. Mccnenyemblii Mmatepral ObLT MOTYYCH B BUIC
CYCIIEH3MH W TOABEPTHYT YJIBTPa3ByKoBoW 00paboTke. OCHOBHOH IEIbI0 MCCIIENOBAaHHS OBUIO M3yUeHHE
MOP(OIOTHH, FIEMEHTHOTO 1 ()a30BOTO COCTaBa, a Takke (HU3NKO-XHUMHUUECKIX CBOHCTB MOJYYEHHOT'O MaTe-
puana. CoriacHO pe3yibTaTaM, BO3MOXKHO TOJIydeHHe aukanbiuiidochara auruapara (JAKD/) no npen-
CTaBJICHHOW METOJAWKE, KPOME TOTO, pe3yJIbTaThl OKA3bIBAIOT, YTO MPOUCXOAUT YACTHYHOE 3aMEIICHNE aTo-
MOB KaJIbIIMsl aTOMaMHt uHKa. [lo pesynpTaTtam peHTreHo(a30BoOro aHaim3a ObUIO YCTaHOBJICHO 4YTO, B XOJ€
peakuun obpazoBanuck a3l Ca (HPO4) (H,O), a taxke CaZn, (PO4),(H,O), u AgCl. Merogom HK-
CIIEKTPOCKOMHHU JOKA3aHO, Y4TO TOJIyUeHHbIe 00pasiibl copepxar rpymst HPO,”  PO,’, kpome Toro, mpowc-
XO/UT 3aMEIlleHHUE TPYIIIIbI PO, rpynmoi CO;”. BHOKOMITO3HTHBIE MaTepUalibl MOTYT MPEACTABIATH 0O0Jb-
IO MHTEepec B 0071acTH OMOMEAMIMHBI, BKIIOYash pa3paboTKy MOKPHITHI, MPEIOTBPAILAIONINX WIN 3aMe/l-
JSIOIIUX pa3BUTHE OaKTepHaIbHON OHOTIICHKH.

Kniouesvie cnosa: OGNOKOMIO3UTHEI MaTepuan, (ocdar kampuus, MOPQOIOTHs, THIPOKCHANIATUT, JIETUPO-
BaHHBIN Ag, OMOJIOrHYecKast aKTHBHOCTh, OHOCOBMECTUMOCTE, OCTEOKOHTYKTUBHOCTb.
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The use of a two-frequency eddy current method for measuring
the electrically conductive wall thickness under significant
variations in the test parameter and the lift-off

The paper addresses the problem of eddy current testing of the wall thickness of light-alloy drill pipes under
significant variations in both the test and the influence parameter of the test object — the lift-off between the
eddy current probe and the test object surface. The performance of the two-frequency eddy current method is
shown through the use of the signal of the surface eddy current probe of the added high-frequency voltage
amplitude as an informative parameter to measure the lift-off and the phase of the added low-frequency volt-
age. Experimentally obtained dependences of the informative parameters on test and influence parameters are
presented. The phase and amplitude-phase multi-parameter methods used to suppress the effect of stray pa-
rameters in eddy current testing are analyzed; the effectiveness of their application under significant varia-
tions in test and other influence parameters of the test object is shown to be limited. The effectiveness of non-
linear functions for the inverse transformation of the informative parameter into the test parameter to suppress
the lift-off effect on test results is estimated. Criteria of choice for informative parameters of the eddy current
probe signal are considered. The measurement error caused by the approximation error of the nonlinear func-
tions of the inverse transformation of the informative parameters into the test parameter within the variation
ranges of the test and influence parameters is estimated.

Keywords: thickness measurement, surface eddy current probe, signal hodographs, stray parameters, suppres-
sion in eddy current testing.

Introduction

One of the important tasks of eddy current testing effectively tackled with surface eddy current probes
(ECP) is to measure the wall thickness of pipes made from electrically conductive non-magnetic materials,
as well as the thickness of the dielectric coatings of these pipes or the lift-off between the ECP and the pipe
surface. A practical example of using the surface ECP is the measurement of the wall thickness of light-alloy
drill pipes (LADP) made from D16T duralumin.

Measurement of the wall thickness of electrically conductive pipes using the surface ECP in real inspec-
tion is complicated due to possible significant variations in the wall thickness t and the lift-off h between the
ECP and the pipe surface, as well as due to the specific electrical conductivity o of the pipe material and sig-
nificant impact of these factors on the informative parameters of the ECP signal. These test problems can be
solved using well-proven multi-frequency eddy current methods.

The study object is a two-frequency eddy current method used to test the wall thickness of an electrical-
ly conductive pipe. The subject of the study is the assessment of its applicability under significant variations
in both the test parameter and other influence parameters.

The study aimed to reveal the dependence of the ECT signal on the influence parameters, to choose the
informative parameters of the ECP signal, and to choose a method and evaluate its effectiveness for suppres-
sion of stray factors, suppression of the lift-off effect in particular. Suppression of the impact of variations in
electrical conductivity will be considered in a separate study.

Experimental

Figure 1 schematically shows the design of the surface transformer ECP used in the study, which is
supplied with the excitation winding W, measuring winding W,; and compensation winding W,. An opposite
connection of the measuring and compensating windings in the absence of the test object mutually compen-
sate their initial EMF. An electrically conductive test object located near the ECP causes a signal at the ECP
output due to eddy currents generated in the object. In the general case, the amplitude and phase (complex
components) of the applied EMF are determined by the amplitude and frequency of the excitation current,
ECP design parameters, electromagnetic characteristics of the material and geometric parameters of the test
object, and the relative position of the ECP and the test object.
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Figure 1. Surface ECP over an electrically conductive pipe

The test object was a pipe made from non-magnetic material with a specific electrical conductivity
6 = 16 MSm/m, with a nominal outer diameter D = 147 mm and a wall thickness t in the range

of (5...12) mm. The distance between the ECP measuring winding and the pipe surface varied in the range of
(2...12) mm.
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Figure 2. Hodographs of the added relative voltage of the ECP versus
variations in the pipe wall thickness and the lift-off

It should be noted that under a wide range of variations in the influence parameters, a higher accuracy
of determining the functions of transformation of the influence parameters into the ECP signal informative
parameters is required to achieve a high accuracy in the wall thickness measurement with a relative error of

less than 3%. The applied mathematical models [1—4] do not provide the required accuracy. Therefore, phys-
ical modeling was used to find the transform functions.

Cepus «dusukay. Ne 2(106)/2022 25



A.E. Goldshteyn, Kh.Kh. Abakumov

During the experiments, a surface ECP with the following structural parameters was used: 40 mm outer
diameter of the excitation winding; 32 mm inner diameter of the excitation winding; 10 mm height of the
excitation winding; 30 mm diameter of the middle turn of the measuring and compensation windings; 16 mm
distance between the planes of the middle turns of the measuring and compensation windings located sym-
metrically with respect to the excitation winding.

Physical modeling was performed using the SVK-03 eddy current testing system developed at Tomsk
Polytechnic University School of Nondestructive Testing to find functional dependencies of the ECP added
voltage on the main influence parameters of the electrically conductive test object using different ECPs and
excitation current frequencies. The system provides the measurement of the ECP added voltages in the speci-
fied ranges of influence parameter variations with a relative error not exceeding 1%.

Figure 2 shows hodographs of the added relative voltage of the ECP versus variations in the pipe wall
thickness (solid lines) and the lift-off (dashed lines) for 125 Hz excitation frequency.

At the next stage, informative parameters of the ECP signal were chosen, and the degree of their de-
pendence on the measured and other influence parameters was analyzed. The amplitude of the added voltage
[1, 2], the phase of the added voltage [5, 6], both the amplitude and phase of the added voltage [7] and com-
plex components of the added voltage [8, 9] are used as informative parameters to solve various problems of
eddy current testing.

When choosing the informative parameter, the main criteria are high sensitivity to the test parameter as
compared to the sensitivity to other influence parameters and the monotonicity of the transform function. In
most cases of eddy current testing of the electrically conductive wall thickness, the added voltage phase is
used as the ECP signal informative parameter [5, 6]. The compliance of this choice with the above criteria
can be illustrated based on the analysis of the results presented in Figure 2.

Results and Discussion

t, mm

11

Figure 3. Dependence of the added voltage phase ¢ on the wall thickness t and
the lift-off h: surface plot (a) and level lines of the function ¢(t, h) (b)

Figure 3 presents the dependence of the added voltage phase on the wall thickness t and the lift-off h,
which is a function of two parameters @(t, h). The surface plot (a) illustrates the monotonicity of the depend-
ence @(t), and the level line plot (b) shows a higher sensitivity of the function ¢(t, h) to the t value variation
as compared to its sensitivity to the h value variation. The ratio of the indicated sensitivities corresponds to
the tangent of the angle o between the level line (Figure 3b) and the coordinate axis t. If ¢ does not depend
onh, o« —>m/2 and tg o — .

For comparison, Figure 4 shows the dependence of the added relative voltage amplitude on the wall
thickness t and the lift-off h. Analysis of the dependence reveals a low sensitivity of the function A*(t, h) to
the t value variation as compared to its high sensitivity to the h value variation and monotonicity of the de-
pendence A(h). This indicates that the A* value is an informative parameter appropriate for measuring the
lift-off (thickness of a non-conductive coating) and inappropriate for measuring the thickness of the electri-
cally conductive wall.
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Figure 4. Dependence of the added relative voltage amplitude A" on the wall thickness t
and the lift-off h: surface plot (a) and level lines of the function A" (t, h) (b)

It should be noted that the dependence of the phase on the lift-off @(h) is relevant for high measurement
accuracy when using the added voltage phase @(t) to measure the thickness t of the electrically conductive
wall as an informative parameter of the ECP signal. Therefore, the impact of the lift-off h variations on the
testing results should be suppressed to effectively measure the thickness t.

The main suppression methods for solving the considered problem are phase [4, 5] and amplitude-phase
[1, 2, 9] methods. However, as shown in [7, 8, 10], conventional methods used to suppress the impact of
stray parameters do not always provide the desired results. This is because the effective suppression of the
influence parameter when using the above suppression methods is possible only if the hodograph of the add-
ed voltage versus the parameter variation is a straight line [2, 8]. This can be achieved only in small variation
ranges of both measured and influence parameters [9].

The specified limitation can be reduced by nonlinear methods for processing the ECP signal, along with
multifrequency excitation of eddy currents [8, 11]. Let us consider a two-frequency eddy current thickness
gauge for the wall of light-alloy drill pipes as an example of practical implementation of this method for
suppressing influence parameters [12].

To effectively perform testing, the excitation current frequency of the ECP of the eddy current thickness
gauge was chosen so that at a high frequency f; the penetration depth of the magnetic field was approximate-
ly equal to half the wall thickness, and at a low frequency f, it exceeded the wall thickness. In this case, the
added voltage of the ECP at the first frequency depends on the lift-off h and the specific electrical conductiv-
ity of the material o, and the added voltage at the second frequency depends on the lift-off h, the specific
electrical conductivity of the material ¢ and the wall thickness t.

Data on the wall thickness can be obtained by measuring the added low-frequency voltage phase. In this
case, the influence parameters are the lift-off variation and the material-specific electrical conductivity varia-
tion, which to a lesser extent affect the value of the added voltage phase. As already indicated, this study
considers suppression of the lift-off effect only.

The indicated suppression can be performed using the function of inverse transformation of the relative
value of the added high-frequency voltage amplitude A, into the value of the lift-off h, which is determined
by the numerical analysis of the experimental dependence of the amplitude A, on the lift-off h. This depend-
ence with an accuracy sufficient for efficient testing is approximated by the function

h=b lnLiJ ,
Ao
where b is a coefficient that depends on the outer diameter of the pipe, design parameters of the ECP and the

lift-off h variation range; Ao is the amplitude value at the minimum h value (determined during setting of the
thickness gauge before measurements).
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Figure 5. Function of transformation of the relative value of the
added high-frequency voltage amplitude A1 into the lift-off h

Figure 5 presents the plot of the function h (A;) for the excitation current frequency of 2500 Hz and
previously indicated parameter values of the ECP and the test object.
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Figure 6. Function of inverse transformation of the added low-frequency
voltage phase ¢, into the pipe wall thickness t for different values of the lift-off h

To determine the desired value of the test parameter, the functional dependence of the pipe wall thick-
ness t(h, @,)on the lift-off h and low frequency phase ¢, is used (Figure 6). These functions are approxi-
mated by the third-degree polynomials with a sufficient degree of accuracy.

To determine the t value, the discrete values h; and h;;; corresponding to the thicknesses of the test ob-
jects used to determine the dependence presented in Figure 6, which are closest to the measured h value, are

first determined. Next, the corresponding values t;(h, ¢,) and t;,,(h,,, ¢,) are calculated.
The t value is calculated under the assumption of linearity in a small range of the lift-off h variation in
the dependence t(h):

ti, (h,»0,)—ti(h, 0,) (h—h).
hi-¢-] - hi I

t=t(h.,)+

To assess both the quality of suppression of the lift-off variation effect for the measurement result of the
pipe wall thickness and the component of the measurement error caused by the approximation error of non-
linear functions of the inverse transformation of the informative parameter into the test parameter, the thick-
ness was measured in the indicated variation ranges of the pipe wall thickness and the lift-off.
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b)9

Figure 7. Dependence of the measured wall thickness t, on the actual value
of the wall thickness t, and the lift-off h: surface plot (a) and level lines of the function t, (t, h) (b)

Figure 7 presents the measurement results as the dependences of the measured wall thickness ty on the
actual value of the wall thickness t; and the lift-off h in the variants of the surface plot (a) and level lines of
the function ty (tp, h) (b). The plot of the level lines most apparently represents the measurement error. It is
evidenced by the mismatch of the level lines (lines of a similar wall thickness) with vertical grid lines.

Figure 8 presents the obtained dependence of the measurement error on the wall thickness t and the lift-
off h. The analysis of the dependence shows that this component of the absolute error in the main ranges of
the test and influence parameter variations does not exceed + 0.1 mm.
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Figure 8. Dependence of the measurement error on the wall thickness t and the lift-off h
Conclusions

Analysis of the results obtained in the study of the two-frequency method for testing the wall thickness
of light-alloy drill pipes proved its feasibility under significant variations in both the test parameters and oth-
er influence parameters. The requirements for choosing the informative parameters of the ECT signal are
presented. The effectiveness of non-linear functions for the inverse transformation of the informative param-
eter into the test parameter was estimated to suppress the impact of the lift-off variations on the wall thick-
ness measurement results. Due to the error in the approximation of the inverse transformation functions in
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the established ranges of variations in the test and influence parameters, the measurement error does not ex-
ceed tenths of a millimeter, which is acceptable for solving a wide range of practical tasks.
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A.E. l'onpamreitn, X.X. AGakyMoB

Baxkbpl1aHATHIH IapaMeTp MeH CaHbLIay MOH/AEPIHIiH esieyJii e3repicrepiven
JIEKTP OTKI3rim KadbIPFaHbIH KAJbIHABIFbIH 0AKbLIAY YIIIiH
eKIKMTIKTI KYHBIHABITOK JICiH KOJIIaHY

Bakputay oObexTiciHiH OaKbUIaHATBIH JKOHE OCEp ETETIH MapaMeTpi — KYWHBIHABITOK TYPJCHIIPrimn MeH
Oakputay OOBCKTICIHIH O€Ti apachlHIArbl CaHbUIAY aWTapNBIKTaldl ©3TrepreH JKarmaiia IKCHIMOATKUTHIH
Oyprbuiay KyObIpiapbl KaObIPFAChIHBIH KaJbIHABIFBIH KYHBIHABITOKIICH OaKblIay ece0i KapacThIpbuIFaH. by
ecenTi menryie KaOblpFa KJIBIHIBIFBIH OJIIeY YIIiH TOMEH XHUTIKTI KepHeyIiH (a3acblHa SHTi31IreH jKoHe
CaHbBUIAYbl OJIICY/C >KOFaphl KHUITIKTI KEPHEYre CHTI3UIreH aMIUTUTYAala KOJAaHOA bl KYHBIHABITOK
TYPJIEHTIIIH aKMapaTTHIK CHTHAN MapaMeTpi peTiHAe KOJIaHa OTHIPHIN, eKDKUUTIKTI KYWBIHIBITOK OHiciH
KOJIIaHy THIMIIITT KOpCeTireH. AKIapaTTHIK IapaMeTpiep MOHIEpiHiH OaKbUIAaHATHIHEI KOHE 9Cep €TETiH
nmapameTpiepre KCIEepUMEHTTIK TYpAe Toyenuliri kenripinreH. KyHbHABITOKTEIH Oakpuiay ToxipudeciHme
KOJIIAHBUTATHIH (pa3aliblK JKOHE aMIUIMTYAANIBIK-(pa3aiblK KeImapameTpiepai Keaepri (akTopIapbIHBIH
OCepiHeH aXbIpaTy dJicTepl TanmaHFaH; OakbUiay OOBEKTICIHIH OaKbLIAaHATBHIH XKOHE Oacka Ja ocep eTETiH
napamMeTpJIepiHiH eNeyii e3repicTep AMana3oHbl JKaFAalblHAa OJapibl PETTey THIMIUIITIHIH MEKTeYIiTir
KOPCEeTIIreH. AKMapaTThIK MapameTpliep MOHAEPiHiH OaKpUIaHATHIH IapaMeTp MOHIHE Kepi TYpJIeHIIpyIiH
CBI3BIKTBIK eMeC (YHKIMsIapbIHAAFbl CaHBUIAYIbIH ©3repyiH OaKbpulay HOTIDKECIHE aNIIaKTBIK oCcepiH
nmaiananyablH  TUiMALIri  OaramaHipl. KyWBIHIBITOK — TYPJNSHIIPTilIi  CHUTHANBIHBIH  aKMapaTThIK
napaMeTpiepiH TaHgay KpHTepHiliepi KapacThIpbUFaH. bakplTaHAaTBIH JKOHE dcep eTYII mapamerpiep
e3repicTepiHiH OeNTieHreH JAuana3oHbIHIa aKIMapaTThIK MapaMeTpiep MOHAEPiH OaKbUIAHATHIH MapameTp
MOHIHE Kepi TYpPJCHIIPYIiH CHI3BIKTHl eMeC (YHKIMSIAPBIHBIH KYBIKTAY KATENTiHEeH TYBIHAAFaH eIIey
KaTeJliriHiH Kypamaac Oeirin 6aranay »yprisinui.

Kinm ce30ep: KalbIHIBIFBIH OJIIIEY, KOJIaHOANbl KYHBIHIABI TOK TYPJICHIIPTilli, CHTHAJI rogorpadrapsi,
KeJlepri nmapameTpiiepi, KyHbIHIBITOKTBI OaKblIay Ke3iH/e peTTey.
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A.E. T'onpamreiin, X.X. AGakymoB

Hcnoab3oBanne ABYXYACTOTHOI'0O BUXPETOKOBOI'0O ME€TOAA KOHTPOJIA
TOJIIHNHBI 3J1€KTpOHp0BOI[ﬂHIeﬁ CTC€HKH IIPH 3HAYUTECIbHBIX
H3MEeHEeHHMAX 3HAYEeHU KOHTPOJHPYEMOI'0 IMapaMeTpa u 3a3opa

PaccmoTpena 3a1aua BUXPETOKOBOTO KOHTPOJISI TOJIIIMHEI CTEHKH JIETKOCIUIABHEIX OypHIIBHBIX TPYO B ycIo-
BUSIX 3HAUNTENBHBIX M3MEHEHHH KaK KOHTPOJIHPYEMOT0, TaK ¥ BIUSIONIET0 IMapamMeTpa 00beKTa KOHTPOIsT —
3a30pa MeXIy BHUXPETOKOBBIM IIpeoOpa3oBaTelieM M ITOBEPXHOCTHIO 0OBbekTa KOHTpous. [lokazaHa sddex-
THUBHOCTH IIPHMCHEHHMS JUIS PEIIeHNs NaHHOW 3aJadl ABYXYacTOTHOTO BHXPETOKOBOTO METOJA C MCIOJB30-
BaHHEM B KauecTBe MH(OPMATHBHBIX I1apaMETPOB CHIHAJIA HAKJIAJHOTO BHXPETOKOBOTO NpeoOpasoBaTes
AMIUIMTY(l BHOCHMOTO HAIPSDKCHHS BBICOKOM 4acTOThHI A M3MEPEHHUs 3a30pa U (a3bl BHOCUMOTO Hampsi-
JKEHMS] HU3KOH 4acTOThI JJIsl N3MEPEHUS TOJIMHBI CTEHKU. [IprBe/ICHBI MOIyYeHHbIE SKCIIEPUMEHTANIBHO 3a-
BHCHMOCTH 3Ha4eHHH MHGOPMATHUBHBIX IIapaMETPOB OT KOHTPOJIUPYEMOTO M BIHUSIOLIEro napaMerpos. IIpo-
AQHAJIM3UPOBAHBI NPUMCHSAEMbIE B IPAKTHKE BUXPETOKOBOIO KOHTPOJIS (pa3oBBIH M aMIUIMTYAHO-(a30BbIH
MHOTOIIapaMeTPOBEIE CIIOCOOBI OTCTPOWKH OT BIMSHMS MeIIAarmuX (akTopoB; MOKa3aHa OrpaHMIEHHOCTH
3¢ dexTHBHOCTH HX MPUMEHEHHS B CIIyJae 3HAUUTENIBHBIX HAla30HOB H3MEHEHUH KOHTPOINPYEMOTo H ApY-
THX BIMSIOIUX ITapaMeTpoB 00bekTa KOHTpoisl. OneHeHa 3¢((eKTHBHOCTh HCIOJIB30BAHMS IS OTCTPONKH
OT BIMSHUSA Ha Pe3yJIbTaThl KOHTPOJISI H3MEHEHUH 3a30pa HENMHEHHBIX QYHKIMH 00paTHOTO peoOpa3oBaHus
3Ha4YeHMI HHYOPMATHBHBIX [TAPAMETPOB B 3HAYCHHE KOHTPOJIHPYEMOTO ITapaMeTpa. PaccMOTpeHbI KpuTepun
BBIOOpa MH(POPMATHBHBIX MApaMETPOB CHI'HAIa BHXPETOKOBOTO IpeoOpazopareins. OCyIIecTBICHA OLEHKA
COCTABIISIOLICH MOrPEIIHOCTH U3MEPEHHs, 00YCIOBICHHOW MOTPEIIHOCTHIO alNPOKCHMAIMH  HEJIHHEHHBIX
(hyHKIUI 06paTHOTO MpeoOpa30BaHus 3HAYCHUH HH(POPMATHBHBIX ITAPAMETPOB B 3HAUEHUE KOHTPOIUPYEMO-
TO IapamMeTpa B YCTAaHOBJICHHBIX JHAIla30HaX H3MEHEHHI KOHTPOJIMPYEMOT0 U BIMSIONIETO TapaMeTpOB.

Kniouesvie cnosa: i3MepeHUe TOINIIMHBI, HAKIIATHOW BUXPETOKOBBINA MpeoOpa3oBareb, roaorpadbl CUrHaia,
MEIIAIIUE TapaMeTpPhl, OTCTPOHKA ITPHU BUXPETOKOBOM KOHTPOJIE.
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Calcium phosphate coating formed on titanium
scaffold by plasma electrolytic oxidation

The article provides the results of the preparation of calcium phosphate coatings by plasma electrolytic oxida-
tion. Calcium phosphate coatings are formed on titanium scaffolds with a porous structure. Titanium scaf-
folds are products of additive manufacturing equipment by selective laser melting. The morphology of the
obtained coating, phase and elemental composition are described, the Ca/P ratio of the coating is deter-
mined. The surface of the scaffold is porous due to the baking of powder particles during production. XRD
analysis shows the presence of calcium phosphate and oxide compounds. The resulting oxide coating is
evenly distributed over the porous surface of the scaffold. Titanium, aluminum and vanadium are located
in the areas of the coating free of calcium phosphate particles. The average Ca/P ratio for the resulting
coating was 2.48. This value is close to the Ca/P ratio in human bone. It is concluded that the use of the
PEO method is promising for the manufacture of scaffolds with a porous structure with calcium phosphate
coatings for use in traumatology and orthopedics. The use of titanium scaffolds with a porous structure
with calcium phosphate coatings will improve the osseointegration of implants and exclude the possibility
of implant failure.

Keywords: titanium, calcium phosphate, plasma electrolytic oxidation, protective coatings, bioactivity, hy-
droxyapatite, implant, osteogenesis.

Introduction

Currently, artificial materials are widely used in medicine to replace joints and restore bone tissue.
Titanium and titanium alloys are used for medical implants since they meet the requirements of modern
medicine the most and have high biocompatibility and high corrosion resistance [1], as well as a good
strength-to-density ratio. However, due to their limited biological activity, titanium-based materials cannot
effectively interact with bone tissue in the early stages of implantation, which can lead to implant failure
[2,3].

To improve biological activity, one of the most effective methods is the deposition of calcium phos-
phate (CP) coatings on the implant surface by plasma electrolytic oxidation (PEO) [3]. The preparation of
such compounds as hydroxyapatite, tricalcium phosphate, octacalcium phosphate, and calcium acid phos-
phates (brushite, monetite) as part of the coating is preferable because they are similar in composition and
properties to the components of natural human bone tissue [4, 5].

Titanium alloys used in medicine are acceptable, but have a significant drawback — this is a discrep-
ancy between the rigidity of the implant and bone tissue, which can lead to a shielding effect, osteoporosis
and further loss of the implant [6]. One of the important parameters of bone tissue is porosity, since the
porous material provides the necessary conditions for cell growth and division, and can also help to reduce
the rigidity of the implant [7], which avoids the shielding effect, which leads to the destruction of bone
tissue.

The advantage of the PEO method is the possibility of depositing calcium phosphate coatings on im-
plants of various shapes, including porous ones; this method also makes it possible to obtain coatings with
a given phase and elemental composition [7, 8]. In addition, Ag, Zn, and other elements can be used to
form a coating with antibacterial properties. ZnO also has luminescent and photoelectric properties and
can be used in other directions [9, 10]. Therefore, the optimization of coating parameters and electrolytes
for the formation of calcium-phosphate coatings of materials for the replacement and restoration of bone
tissue is an urgent problem.

32 BecTHuk KaparaHguHckoro yHnBepcuTeTa



Calcium phosphate coating...

Experimental

Titanium scaffolds with a porous structure were fabricated from titanium alloy powder (Ti-6A1-4V)
DIN EN ISO 22674 Rematitan® by selective laser melting (SLM) on an MLab Cusing R (Concept Laser,
Germany) additive manufacturing facility.

For coating by the PEO method, a switching power supply “PV-500V/20kW” was used. The surface
layer was formed on the surface of scaffolds with a porous structure during PEO processing in an aqueous
electrolyte solution using a bipolar mode. A titanium alloy bath (Ti-6Al1-4V) was used as a cathode. Electro-
lyte composition: Na,HPO,12H,0 (30-40 g/1), Ca3(CH3COQ),-2H,0 (40-50 g/1). The following parameters
were used for coating: pulse frequency — 50 Hz; pulse voltage — 200 V; processing time — 5 min.

The surface morphology and elemental analysis were studied using a JSM-6390LV scanning electron
microscope (SEM) equipped with an INCA Energy Penta FET X3 energy dispersive microanalysis system.

X-ray diffraction analysis of the obtained coatings was performed on a PANalytical X'Pert PRO Cu Ka
diffractometer with a wavelength of 1.54056 A.

Results and Discussion

The SEM image (Figure 1) shows the surface morphology of the coating obtained by the PEO method.
The sample surface has a porous structure and contains titanium particles melted during the additive manu-
facturing of scaffolds. It can be seen that the resulting oxide coating is evenly distributed over the surface of
the sample. Due to the porous surface of the scaffold, additional porosity of the coating surface was formed.
The observed coating is the result of CaP transfer from the electrolyte during PEO [11].
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Figure 1. SEM images of the scaffolds surface after PEO

Table 1 and Figure 2 illustrate the results of the energy dispersive X-ray (EDX) analysis. Spectral lines
are distinguishable. The elemental composition indicates the presence of an oxide layer, which is the main
coating in PEO. According to the presented elemental analysis, it is possible to observe the content of the
main elements in the coatings, such as phosphorus, calcium, oxygen, titanium. The average ratio of calcium
to phosphorus is 2.48. The Ca/P ratio of the resulting coating is close to the Ca/P ratio in human bone tissue
[12].

Table 1
Elemental composition of the obtained CP coatings (wt.%)

Spectrum 0] Na Al P Ca Ti \ Total Ca/P
Spectrum 1 61.27 0.84 2.68 0.94 1.61 31.35 1.30 100 1.7
Spectrum 2 33.37 0.39 1.16 2.24 6.27 53.56 3.01 100 2.7
Spectrum 3 55.18 0.56 291 1.30 1.75 36.38 1.92 100 1.3
Spectrum 4 41.38 0.48 1.42 1.95 6.37 46.06 2.35 100 3.2

Average 47.80 0.57 2.04 1.61 4.00 41.84 2.14 100 2.48
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Digital image 1

Spectrum 1

Figure 2. EDX analysis of the obtained CP-coating

On the maps of the distribution of elements, one can observe that phosphorus and calcium are concen-
trated mainly in the particles that form the surface relief. Titanium, aluminum, and vanadium are located in
the areas of the coating free of calcium phosphate particles (Figure 3).

VKat Al Kat OkKal NaKat 2

Figure 3. Elements distribution SEM images: (A) - Cl, (B) - P, (C)-Ti, (D)-V, (E)-Al (F)-0O, (G)-Na
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Analysis of the XRD pattern (Figure 4) of the resulting coating shows the presence of calcium phos-
phate and oxide compounds. When analyzing the obtained data, the ICSD databases were used. The presence
of a calcium cyclotetraphosphate phase and a titanium oxide coating is confirmed.
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Figure 4 XRD pattern of the resulting coatings
* Caz[P4012] 4H20’ ° T102

Conclusions

Using the PEO method, calcium-phosphate and oxide coatings were formed on titanium scaffolds with
a porous structure obtained by selective laser melting equipment. The phase and elemental compositions,
surface morphology were studied, and the Ca/P ratio was determined. It is confirmed that the parameters
used for the formation of the coating and the composition of the electrolyte make it possible to obtain an ox-
ide coating with the inclusion of particles of calcium cyclotetraphosphate. The results show the possibility of
using the PEO method for modifying titanium scaffolds for subsequent use in medicine, and in particular in
traumatology and orthopedics. Modification of the surface of titanium scaffolds will ensure to create bioac-
tive implants, which will positively affect their osseointegration and lead to a decrease in failure rates in the
early postoperative periods.
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IIna3MaJbIK-3J1eKTPOJIUTTIK TOTBIFYBI diciMeH KAJbINTACKAH
TUTAH ckaddoiabinaarbl Kaabumii pocdarTol Ka0ObIH

Makanaga mia3ma-anektponutTik ToTeiry (II9T) omiciMen kanbimii-pochartsl xaGbIHAAPABI ATy
HoTiokenepi  Oepinren. Kampimii  docoareiHpiH  jkaObIHIApBl  KEYeKTI  KYpBUIBIMBI ~ Oap  THTaH
ckaddoarapbiHaa KaemTacTel. TuTan ckadoanTapsl CEICKTUBTI JIa3epiiK OaNKBITYy 9ICIMEH aJIATHUBTI
OHJIIPICKE apHAIIFaH kKa0bIKTa JKacajbl. AJIBIHFaH KaOBIHHBIH MOP(OIOTHACH, (a3alIbIK KOHE SJCMEHTTIK
KypaMbl CUIIaTTalFaH, kaObIHHBIH Ca/P KaThIHACKHI aHBIKTAJIFaH. OHMIIpiC MPOIECIHAC YHTAK OOJIICKTEPiHIH
KakTalxyblHaH ckaddonaely Oeri keyekti Oomampl. Penrtrenmix Qasamslk Tanmay kamemuid QocdaTs
KOCBUTBICTapBl MEH OKCHATI )KaOBIHHBIH OOIYBIH KepceTei. AJBIHFAaH OKCH]I KaOBIHBI CKa(OIATHIH KEYESKT1
Oerine Oipkenki ynectipiaai. TuTaH, aqrOMUHHN jkKOHE BaHAIWH KAaOBIHHBIH Kalbluid (ochaTsl OemmexTepi
JKOK aliMaKTapblHIa OpHajlacKaH. AJBIHFaH XaOblH yiniH oprtama Ca/P xaremHacer 2,48 OGommsl. Byn
KepceTkim agaMm cyierinaeri Ca/P xaTbiHachIHA jKaKbIH. TpaBMaTOIOTHS KOHE OPTOIEAUSIAa KOJIJaHy YIIiH
KabInil GocdaTThl jkaObHIapBl 0ap KEyeKTi KYpbUIBIMBI Oap MaTpuuanapael eHmipy yumiH 19T oxicin
KOJIZIAHYJbIH ~OoNamarsl Typajdbl KOPBITHIHIBI kacauipl. Kambruii-gocdar xkaObIHBI 0ap KEYeKTi
KYPBUIBIMHBIH THTaH KaHKaJapblH INaiajaHy HMIDIAHTATTapAbIH OCTEOMHTErPALMSCHIH JKaKCapTalbl KoHE
oJIapIbIH KaObUIIaHOay MYMKIHAITIH OONIBIpMaiIbI.

Kinm ce30ep: tutan, xampuuii (ocdaTsl, IIa3MaHBIH SJCKTPOJIHUTTIK TOTHIFYBI, KOPFAHBIII KaOBIHAAPHL,
OMOAKTUBTLIIT], THAPOKCUAIIATHT, IMIUIAHT, OCTEOTCHE3.

A.H. Carunyrymap, J1.C. Jorankun, b.H. Azamaros, A. Typasibexyibl, C.O. Pynenko

Kanabuuii-pocparHoe nokpsiTHe, chopMupoBaHHOE HA THTAHOBOM cKa(doJiae
METOAO0M IVIA3MEHHO-3JIeKTPOJIUTHYECKOI0 OKCHIMPOBAHUSA

B craTtbe mpuBeneHBI pe3yibTaThl MO MOJYYSHUIO KalblUH-(pochaTHBIX MOKPHITHH METOIOM IIIa3MEHHO-
anextponutHoro okcuaupoBanus (I190). IMokpeitus 3 ¢ocdara Kanblys GOPMUPOBATUCH HA THTAHOBBIX
ckaddormax ¢ MOpUCToil cTpykTypoil. TuraHOBbIe ckad okl ObLTM U3rOTOBICHBI HA 00OPYIOBAHUH IS
AJUIMTHBHOTO TIPOM3BOJICTBA METOJOM CEJICKTUBHOTO JIa3epHOro IuiaBieHus. Onucanbsl MOpQOIorus moiy-
YEHHOTO TOKPBITHSA, (a30BBI M JIEMEHTHBII cocTaB, omnpeneneHo cootHomreHne Ca/P mokpertus. [ToBepx-
HOCTB cka(onga mopucTast u3-3a CIeKaH!s JaCTHUI MOPOIIKA B IPoIlecce NPOn3BOACTBA. PenTrenoda3oBslif
aHaNM3 TTOKA3bIBAaeT HAIWYME COeAMHEHMH (ocdara KaabIus U OKCHIHOTO TOKPHITHA. [lomydeHHOe OKCHA-
HO€ TIOKPBITHE PAaBHOMEPHO pacHpeemnseTcs Mo MOpHcToil moBepxHOCTH cKaddonga. Turtan, amoMuHIHA 1
BaHA/IMIl PacIoaraloTcsl Ha y4acTKaxX IOKPBITHS, CBOOOJHBIX OT 4YacTull ¢ocdara kanpuust. CpeqHee 0THO-
menre Ca/P [uist MoTy4eHHOro MOKPBITHS cocTaBisiio 2,48. DTo 3HayeHue Onu3ko k cootHomeHuio Ca/P B
KocTtH uenoBeka. CrenaH BBIBOJ O MEPCIIeKTUBHOCTH UCIONb30BaHus MeTosa [190 i u3roToBiieHUs Mat-
PHKCOB C MOPUCTON CTPYKTYPO# ¢ Kanbluii-hochaTHBIMU MOKPHITHSIMH JUIsl IPUMEHEHUSI B TPABMATOJIOTUH U
oprorenuy. Mcmonb30BaHHe THTAHOBHIX KapKacoB IOPHCTOH CTPYKTYPHI C KalbIUH-(OCHATHEIMU HOKpPHI-
THUSIMH YITY9IINT OCTEOMHTETPAINIO HMIUIAHTATOB U HCKIIIOYUT BO3MOXHOCTD UX OTTOPKEHHS.

Kniouesvie crosa: THTaH, (1)0C(1)3T KaJIbll¥s, MJIIa3MEHHO-3JICKTPOJIUTUICCKOE OKCUANPOBAHUE, 3allIUTHBIC I10-
KpBITHUS, 6H03KTI/IBHOCTB, THAPOKCHAIIAaTUT, UMILJIAHTAT, OCTCOTCHES.
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Cosmography in the multifield cosmological model

This paper analyzes a cosmological model containing the fermion field, scalar field and vector field with Yu-
kawa interaction. Such a model allows one to research the contribution of various types of matter to the dy-
namics of the universe. In flat, homogeneous, and isotropic space-time, this coupling can provide the acceler-
ation expansion of the universe. Cosmological reconstruction of dynamical equations is obtained using hybrid
solution. This solution is researched by cosmography and energy condition. In the model under study, a zero
energy condition, a strong energy condition, and a dominant energy condition are satisfied, and a weak ener-
gy condition, which is not mandatory, is not satisfied. It is shown how the cosmographic parameters — the pa-
rameters of deceleration q, jerk j, and snap s — can be related to the hybrid value of the scale factor. The re-
sulting analysis makes it possible to relate the model-independent results obtained from cosmography to theo-
retically substantiated assumptions of gravity. The total density and pressure of the energy of the gravitational
field are found in the form of the sum of contributions, which are associated with the bosonic, fermionic, vec-
tor fields, as well as the Yukawa type potential. In the model under study, in the early epoch, the bosonic field
is responsible for the accelerated regime. Fermionic and vector fields have a positive pressure value, and
therefore slow down the accelerated expansion of the universe. At a later time, a transition to a slow mode
occurs, as the total pressure tends to zero.

Keywords: scalar field, fermionic field, Yukawa-type interaction, vector field, cosmography, deceleration pa-
rameter.

Introduction

The accelerated expansion of the universe was discovered in 1998 based on an SN Ia type brightness
curve and its luminosity at maximum. This phenomenon is supported by data of other cosmological observa-
tions, such as measurements of the temperature anisotropy of the CMB and the polarization of the cosmic
microwave background and large-scale structure in the [1-4]. There are a large of number theoretical models
capable of explaining the acceleration expansion and the most popular model assumes that a considerable
part of the universe is in the form of dark energy or dark matter [5—17]. An unusual property of dark energy
is that it exerts negative pressure on space. Understanding the nature and origin of dark energy is an im-
portant question and still an unsolved problem of modern cosmology.

The Standard Model is a successful model of the Big Bang theory. His predictions were confirmed by
observations of [18-23], in particular by the expansion of the universe and the existence of relic radiation. Its
success is associated with the explanation of the synthesis of light elements and the model of the early uni-
verse. The standard model is homogeneous and isotropic at large scales, as evidenced by observations.

The search for the responsible elements for accelerated periods in the evolution of the universe is fun-
damental in cosmology. Several candidates have been proposed describing both the inflationary period and
the modern accelerated epoch: scalar fields, exotic equations of state, and the cosmological constant.

Another way is to consider the fermion field as a gravity sourse in expansion of the universe [24-26]. In
[27-33], gravitation models were researched using multiple sources. The result includes exact solutions, ani-
sotropy to isotropy transition scenarios, and cyclic cosmology.

At considering the fermion field as responsible for acceleration expansion of the universe then different
regimes arise. The fermion field rapidly increases and matter is created until it begins to dominate, and as a
result, the initial accelerated expansion slows down. When the universe enters the area of dominance of mat-
ter, then the fermion field again prevails, which leads to an era of accelerated growth rates of the scale factor.
In this case, the fermion field is responsible for inflation in the early Universe and dark energy for the late
Universe, without the need for a cosmological study of the constant terms or the scalar field. In the late Uni-
verse, energy begins to dominate again and a gradual transition to dark energy occurs, the so-called
fermionic energy period, in which the accelerated regime begins and continues in the modern era.

Thus, the purpose of our work is to study the influence of scalar, fermion and massive vector fields and
their interaction on the dynamics and evolution of cosmological regimes in a homogeneous and isotropic
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spatially flat universe. To achieve the goal and for the selected action, we will perform the following tasks
we will find the equations of motion and then construct a solution to these equations using a hybrid scaling
factor.

Experimental
Let us consider the general action in the form of
R, 1 1 i _
S= .N—gd 4X{E + 56”@3/@—5 m o’ + 5[1/71"“ Dy~ (Dﬂl//)lww] _
—V(c?w)—ﬂv?cow%mfAuA“ —% F,F“}.

Here sourses of gravity are the fermion field and its potential V ()
I _ _
L =2 o -0 ]-vaw. (M)

where ¥ and y = l//+}/0 represent the spinor field and its adjoint, respectively. The covariant derivatives in
(1) _
Dy =0,y—-Qy+idAy,
D7 = 0,7 + 72, —iqA,.
Here ( is a constant which couples the fermion field with the vector field A . Moreover, Q , is the

spin connection
Q = ——1 o(ll'” —eb(a e )]r‘gr“
u 4 gp Ho H=o >

where T"Y, is the Christoffel symbols.

The Lagrangian density of a massive scalar field ¢ without self-interaction potential
1 1
—_ a,u _ - m2 2 ,
Ly =50°90, 9= Mg
where M, is mass of the scalar field.

The Lagrangian density of the massive vector field A,
— 1 2 M 1 uv
L, = Em\, A A 2 F.FY
where M, is mass of the vector fieldand F, =6 ,A -0 A, .

The Lagrangian density corresponds to the Yukawa interaction between the fermionic and the scalar

fields
L, =—-Ai7gy,

where / is the coupling constant of the Yukawa potential.
In order to study the evolution of a homogeneous and isotropic spatially flat universe, we use the
Friedmann-Robertson-Walker metric

ds® = —dt* +a(t)*(dx* +dy* +dz*), )

where a(t) is scale factor of the universe, and the Ricci scalar is expressed as

.. %)
R=6(E+a—2}
a a

Here we consider the case of time-like vector field, namely
A, =(A(1),0,0,0).
This case is the only possible ansatz compatible with a homogeneous and isotropic space-time. We as-
sume that the self-interaction potential of the fermion field is V (U) = &U", where ¢ and n are constants and
U=y is biliner function. Then the corresponding point-like Lagrangian has the form of
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L =3a&’ —a’ = 7"y — 7w + 2i0A 7 "v) +
3 1 i 1 1 @
U @7+ Mgt + Ay o MUA
From the Euler-Lagrange equations and energy-momentum tensor, the complete system of equations of
motion corresponding to the Lagrangian (3) take the form

3H? = p, 4)
2H +3H?=—p, (5)
$+3Hp+Au+migp=0, (6)
— 0
_vry
Ao_qm—f’ (7
. 3. . e
W+5Hw—lw[qu+nf§u W0+ gy =0, (8)
t/’/+%Ht//+i[n§u”‘1y°+qAO+Z¢y°}//=0, )
p+3H(p+p)=0, (10)
where
1, 1 55 n _ 12('77/0'//)2
=—¢g +—MmP +U + 1 +—0q ———. 11
p2¢2b¢§u V/qu e (11)
Lo 1 50 n 12(‘/77/0‘//)2
=—¢*——m n—1u"+—q> 2. 12
p 2¢ 5 @ +&(n—1)u R B (12)

Vv
The equations (4), (5) are the Friedmann equations; the equation (6) is the Klein-Gordon equation; the
equation (7) is the vector field equation; (8) and (9) are Dirac equations; the equation (10) is the conservation
law; (11), (12) are the energy density and pressure, respectively.
We can assume that the total energy density of the gravitational field as the sum
P =p,+p; +p, +p, 1s associated with the bosonic, fermionic fields, as well as the Yukawa potential

and the vector field, respectively. Their expressions are of the form

1. 1
Py =5¢2 +5m§¢2, (13)
pr =&, (14)
1 L, @r'y)
=—q = 15
Py =Ayy. (16)

Total pressure of the gravitational field in the form as p= p, + p; + p, is associated with bosonic,

fermionic and vecton fields, respectively. The pressure of a Yukawa type potential is zero. Their expressions
are of the form

1., 1
Py =5¢2 —5m§¢2, (17)
p; =&(n-1u", (18)
_1 : 7'y’
Pa 2q mV2 ) (19)
p, =0. (20)
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Results
The system of equations (4)—(12) has the following solution in the form of a hybrid function
a=ae”t”, (21)
where @,, o and f are constants and @ > 0. By solving equations (11) and (12) together and taking into
account the hybrid dependence on the scale factor, we can find the form of the scalar field function

AC 6, 6oty — oty i 12af 2B3A-1
_a3e3att3ﬁ+\/ﬂ“zczaoée U —4m (E(2-n)c"(a,e™t”) " 60’ — - (tzﬁ ))
0

¢:

2m;
From equation (7), we obtain a solution for the vector field
Ag C
m’aje’t*”

where we have previously derived the relation simplifying further calculations from the Dirac equations (8),
9wy w = —, T is constant.
a

For the fermionic field, we will search for a solution in the form

v =E. e k=013 22)
Expanding the Dirac equations (8), (9) in component terms and substituting in them the general form of

the fermion field field (22), we find the exact value of the coefficients
3

E, =E,a 2,

3 3

3
qz‘c32ﬂ e 2mt‘w(ozt)zﬁ —WhittakerM (—;ﬂ,—zﬂ +;‘,3at)

FE = —
“ m2ala(-1+30)
¢ (n=1)FD AL (WhittakerM (1-38(n—1),3a(n—1)t))
né:( ag(n_l) )_
_ 361 3p-1
Acdd 33"2)3 @ Feo +Ith,
2a,m, 34 -1)
where E,, and F,, are integration constants, F, =—F_, (k=0,1; m=2,3) and we introduced the notation
\/lzcza—ee—em -68 _4m§ Q- n)cn(aoeattﬂ)—3n — 60— 12ap _ 2ﬂ(32ﬁ_1))
N = . t t
2m;

From the form of the self-interaction potential of the fermion field chosen above, taking into account
the form of the scale factor, we find its dependence on time t

V=&( 3 3att3/3)

The total energy density and pressure of the model under study from the Friedman equations (4) and (5)
are equal to
By 2B

=3(a+=) +
( t) t?

p=3(a+€ ?

The component-wise contributions of each of the fields to the total density (13)—(16), respectively, are
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Figure 1. Energy density O depends on time t, at
m=10°,&=5,c=1,n=2,3,=1,0=0.2,d=2,c=10,4=2,1=2

Figure 1 shows the total energy density O (solid line), fermionic field density p, (dotted line), vector

field density p, (dash line), scalar field density p, (dash-dotted line), potential density Yukawa type 0

(open line). The component-wise contributions of each of the fields to the total pressure (17)—(20), respec-
tively, are
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Figure 2. Pressure P and energy density 0 component contributions versus time t,
atm=10°,&£=5,c=1,n=2,a,=1,=0.2,d=2,c =10, =2,1=2

Figure 2 shows the total pressure of the model p (solid line), pressure of the fermionic field p, (dotted

line), pressure of the vector field P, (dash line) pressure of the scalar field P, (dash-dotted line).

In the model under consideration, the scalar and fermion fields have negative pressure, while the mas-
sive vector field has a slight positive pressure. The Yukawa field does not contribute. In the early epoch, the
bosonic field is responsible for the accelerated regime, but in later time, a transition to the slow regime oc-
curs since the total pressure tends to zero.

Cosmography

Cosmography ensures to test cosmological models that do not contradict the cosmological principle
[34]. The components of the dark energy introduced by us into the model change the equations of motion,
but do not affect the relationship between the kinematic characteristics. The expansion of the scale factor in a

Taylor series in the vicinity of the current time instant {, leads to an expression that depends only on the
metric (2) and is completely independent of the model [35, 36].

a(t)=a, +a(t,) +2i!a(to)(t _t,)? +%'a'<to)<t —t,)’ +4i!'éi'<to)<t —t,)", 23)
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where 0 means the current value of the quantity and terms above the fifth order have been omitted. Func-
tions in terms of derivatives of the scale factor and their values at the hybrid law scale factor (21) are Hubble
parameter

H(t)=ld—a=a+£.
a dt t

Deceleration parameter
1d’a(1da)” 2
a dt” \a dt at +p
Jerk parameter
- 1dlaf1da)’ . 3ap(at+p)
IO=——5| 7| “I+—5——5
at' +p
Snap parameter

a dt’ \adt '
The parameters of deceleration, jerk, and snap are dimensionless. Using them, one can rewrite the equa-
tion (23) as

1d%a(1da)’ . aAa’t +6ap +3ap +45°)
sO=-—517 =1+ 404 4
at"+p

1 1 . 1
a(t) = a-0|:1+ Ho(t_to)_EqOHoz(t_to)2 +§ Jng(t_to)3 +Zsng(t_to)4:|-

An accelerated increase in the scale factor occurs at 0 < 0. An accelerated increase in the expansion
rate, H >0, corresponds to q < —1.

Energy conditions

In general, relativity and modified theories of gravity, the distribution of mass, momentum and angular
momentum must have values for any field and are described by the energy momentum tensor or matter ten-
sor. However, Einstein’s field equation does not impose restrictions on the types of state of matter or non-
gravitational regions admissible in the space-time model. This is a strong point, since general relativity
should be as independent as possible from any assumptions of non-gravitational physics. The weak point is
that the Einstein equation admits solutions by properties that most cosmologists regard as non-physical, i.e.,
too unusual to fit in the real [34] universe.

The energy conditions are such criteria. They describe the properties characteristic of all states of matter
and all non-gravitational areas that are studied in physics. Energy conditions can eliminate many non-
physical solutions of the Einstein equations. In cosmology, these four energy conditions are of great im-
portance.

Null Energy Condition (NEC)

p+p=0.
Weak Energy Condition (WEC)
=20, p+p=0.
Strong Energy Condition (SEC)
p+3p=0, p+p=0.
Dominant Energy Condition (DEC)
=20, —p<p=p.
For hybrid solution (21), the energy-momentum components are read as follows
NEC

27 >0 (24)
WEC
3(a +€)2 >0, 2/t >0. (25)
SEC
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6
—6(a+€)2 +t—2ﬁzo, 2477 >0. (26)
DEC
2
3(05+€)2 >0, —3(05+€)2 s-3(a+€)2+t—2ﬁ£3(o¢+€)2. (27)
| 30-
08
20+
06
NEC WEC
0.4
of | e
02
[} T T 1 [} T T T T 1
0 5 10 15 0 2 4 6 8 10
f f
(2) Null Energy Condition (24) (b) Strong Energy Condition (25)
20 301y
\\
10 207 \
DEC N
10 e e——— .
0 .
2 4 6 g 10
! 0
- 1 D _
- 1 0 .
e ol T
-201
-304 _30.
-40- : -404 ¢
(c) Weak Energy Condition (26) (d) Dominant Energy Condition (27)

Figure 3. Energy Condition

Figure 3a shows NEC ( o+ P is a solid line); the curve p+ P does not cross the abscissa axis, that is,
over the entire time interval p+ p = 0. Figure 3b shows WEC (0 is a solid line, p+ P is a dotted line);
curves P+ Pand P are above the abscissa axis throughout the entire time interval, that is, conditions
£ =0 and p+ p =0 are satisfied throughout the entire time interval. Figure 3¢ shows the SEC (o +3p is
a dotted line, p+ P is a solid line); the p+3p curve is located below the abscissa axis, that is, the
£ +3p =0 condition is violated and the SEC is not fulfilled. Figure 3d shows DEC ( p is a dash line, — p

44 BecTHuk KaparaHgmMHCKOro yHusepcureTa



Cosmography in the multifield cosmological model

is a solid line, P is a dotted line); the curve p is located above the abscissa axis and curve P lies between
curves — 0 and P, that is, the condition p >0 and — p < p < p is satisfied throughout the entire time in-

terval. These conditions impose simple and model-independent constraints on behavior of the energy density
and pressure. For our model, the zero energy condition, the strong energy condition, the dominant energy
condition are satisfied, and the weak energy condition, which is not mandatory, is not satisfied.

Conclusions

We have investigated the scalar, fermion, and massive vector fields’ influence and their interactions on
the dynamics and evolution of cosmological regimes under conditions of a homogeneous and isotropic spa-
tially flat universe. Observing the behavior of pressure of the scalar field with respect to the fermion and vec-
tor fields, we can infer that it is this field, to a greater extent, that is responsible for the accelerated regime in
the early universe. An extended set of parameters was found to describe the kinematics of cosmological ex-
pansion: the deceleration parameter (, the jerk parameter j, and the snap parameter s. All the resulting

parameters satisfy the latest observational data for & > 1. Pressure in the model under consideration is nega-
tive and tends to zero at a later time. Therefore, at a later time, there is a transition to a slow mode.
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I'.C. AnraeBa, O.B. Pasuna, I1.1O. 1{pi0a

MyJabTHOPICTI KOCMOJIOTUSIJIBIK MOAeJIbAeri kocMorpadgus

ABTopnap GpepMHOHIBIK OPICTi, CKAIPIBIK opicTi xkoHe FOkaBa ocepiiecyi 6ap BEKTOPIBIK OPICTI KAMTUTHIH
KOCMOJIOTHSIUIBIK  MOJENBJI TalgaraH. byl MoOJenh MaTepusHBIH OpTYpii THOTI Typiepi OJeMHIH
JMHAMHUKAachlHA KOCKaH YJECiH 3epTTeyre MYMKiHAIK Oepeni. JKa3bIKTBIKTA, OIPTEKTi XXKOHE HM30TPOINTHI
KEHICTIK-yaKbITTa Oy OaiiaHbic OJNEMHIH VIEMENi VJIFAlObIH KaMTaMachl3 eTe anajibpl. J(MHaMHKaJIbIK
TEHIEYJIeP i KOCMOJIOTHSIIBIK PEKOHCTPYKIHsIAYa THOPUATI TEHACYIep MEIIIMHIH KOMETIMEH KopaMaliiamn
anpiHagpl. By memiM kocMorpadus JKoHE SHEPreTHKAIBIK KYH apKbUIBl 3€PTTENiN KapacThIPBUIIHL.
3epTTeneTiH Oy MOJENbIC HOJIIK SHEPTHS INAPTHI, KYIITi SHEPTUS IMApTHI, 0ACBIM dHEPTeTHKAIBIK IAPTHI
KaHaFaTTaHBIPbLIA/BI, a1 MIHJIETTI eMec 9JICi3 SHeprus MapThl KaHaFaTTaHABIpbUIMai bl KocMorpadusibik
napamerpiepain — ( Oasynary mapaMmeTpi, j cepmiy mapameTpi jkoHe S 6acy mapameTpliepiHiH MaciTad
k02 urreHTIHIH THOPHITI MOHIHE Kalail 0aliTaHBICTHI OOTYBI aHBIKTAIBII KOPCETUITeH. AJIBIHFaH Talayia
KocMorpadUsiIaH JKoHe albIHFaH MOJECIBACH TAYeJICi3 HOTHIKeIep/Ii TPaBUTALUSHBIH TEOPUSUIBIK HETi3/1eIreH
GomkamaapbIMeH OaiaHBICTHIpYFa MYMKIHIAIK Oepeni. ['paBUTalUSIIBIK ©pIC SHEPTUSCHIHBIH JKaJIIbI
TBIFBI3JIBIFBI MCH JKaJIIbl KBICBIMBI OO30HIBIK Opic, (epMHOHABIK OpiC, BEKTOPJIBIK OpPICTEPMEH, COHIai-aK
FOxaBa THMiHIH OTEHIHATBIMEH GaliIaHBICTHI YIecTep KOCBIHIBICH TYpiH/e OOJIbIN TaObUIa bl. 3epTTeNeTiH
MoJieJIb/Ie epTe J1oyipae O030HIBIK Opic KeAeNIeTIIreH PeXKUMIe XKayarTbl O0JIbIT TaOblIaabl. PepMHOHIBIK
epic ’koHE BEKTOPIBIK epicTep OH KBICBIM MOHIHE He, COHABIKTaH OJEMHIH YAEMeNi YIFAlObIH OasyaaTasl.
Ketiinipek Oasy pexxuMre Koury sKypei, TKeH1 sKallbl KbICHIM HOITE YMTBUIA/IBL.

Kinm ce3dep: cxamsipisl epic, pepMHOHIBIK opic, KOkaBa THIITI ocepiecy, BEKTOPIBIK opic, kKocMorpadus,
TEXey MmapaMmeTpi.
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I'.C. AnraeBa, O.B. Pasuna, I1.I1O. I{p10a

Kocmorpadgus B MyJIbTHIIOIEBO KOCMOJOTMYECKON MO/Ie/TH

ABTOpaMH NpoaHaIM3UPOBaHa KOCMOJIOTHYECKash MOENb, cofeprkamias (epMUOHHOE TI0JIe, CKaIIPHOE T0JIe
U BEKTOpHOE moje ¢ B3aumopeiicrsueM lOxaBbl. Takas mMozens Mo3BOJSIET UCCIEAOBATh BKIIAJ PA3IHYHBIX
TUIIOB MaTepuy B TUHaMUKYy BceneHHoll. B miockoM, 0JHOPOAHOM U M30TPOIHOM IPOCTPAHCTBE BPEMEHU
3Ta CBSI3b MOXKET 00EeCIeunBaTh yCKOpPEeHHOe pacimpenne Bcenennoil. Kocmomormdeckas peKOHCTPYKITHS
JUHAMHYECKUX YPABHEHUH MONTydeHa ¢ TOMOIIbIO THOPUIHOTO peleHus. OTO pelIeHne UCCIETYeTCsl KOCMO-
rpadueil 1 SHEPreTHYECKUM COCTOSHHEM. B MccieayeMol MoJenn BBINONHIETCS HYJIEBOE SHEPreTHYECcKoe
yCJIOBHE, CHIBHOE PHEPTeTUUECKOE YCIOBUE, JOMUHUPYIOIIEE YHEPIreTHUECKOE YCIOBHE U HE BBIMOIHACTCS
craboe 3HepreTHIecKoe yCIOBHE, KOTOPOe He SABIseTCs 00a3aTenbHbIM. [Ioka3aHo, Kak MOXKHO CBSI3aTh KOC-
Morpaduueckre mapaMeTpsl — HapaMeTphl 3aMeUICHUS (, PbIBKA j M LIEMYKa S ¢ THOPHIHBIM 3HAYCHHEM
MacmTabHoro dakropa. [loaydeHHBIH aHamM3 1aeT BO3MOXKHOCTh CBSI3aTh HE3aBHCHUMBIE OT MOJIETH PE3yIlb-
TaThl, MOJy4eHHbIE U3 KOCMOTpadHH, C TEOPETHIECKH OOOCHOBAHHBIMH IIPEIIIOJIOKEHUSIMH TPaBUTAIUN.
Haiinens! nonxas NI0THOCTH U AaBJICHUE YHEPTUH IPABUTALUOHHOIO IOJIA B BUAE CYMMBI BKJIaZI0OB, KOTOPBIC
CBsI3aHBI C 6030HHBIM, (DEPMHOHHBIM, BEKTOPHBIM MOJIIMH, a Takke moTeHruanom tuma FOkasel. B uccie-
JyeMoi MOJETM B PAaHHIOIO 310Xy OO30HHOE IOJIe SBJISETCS] OTBETCTBEHHBIM 3a YCKOPEHHBIN peskuM. Dep-
MHOHHOE M BEKTOPHOE IOJIS UMEIOT MOJI0XKUTEIFHOE 3HAUCHUE TABICHHS U, CIE0BATENbHO, 3aMEIISIOT yC-
KOpeHHOe paciiupenne Beenennoil. B nmo3aHee Bpemst IpOUCXOIUT MEPEXO]] B 3aMEAJICHHBIN PEXUM, TaK KaK
ob11ee 1aBJIeHHE CTPEMUTCS K HYIIIO.

Knroueesvie cnosa: cxaispHoe moine, HepMHOHHOE T0jie, B3aumojelictBre Thna FOKaBbl, BEKTOPHOE MOJIE,
KocMorpadus, mapameTp 3aMe/JICHHS.
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Calculation of the electron-optical scheme of a new type
mirror energy analyzer of charged particles

Further studies of the electron-optical properties of electrostatic multipole-cylindrical fields, synthesized from
the fields of a cylindrical mirror and circular multipoles, are continued in the work. The implementation of
electron spectroscopy methods is based on the use of complex equipment, one of the main elements of which
is an electron energy analyzer of low and medium energies. Application of the multipole approach to the
synthesis of deflecting fields makes it possible to develop effective methods for energy analysis of charged
particle beams. The electron-optical scheme of new type mirror energy analyzer of charged particle beams
based on an electrostatic axially symmetric octupole-cylindrical field is proposed in the work. An axially
symmetric octupole-cylindrical field is constructed as a superposition of a basic cylindrical field and a
circular octupole. When the fields were added, the central circle of the octupole was combined with the zero
equipotential of the logarithmic field. The motion of charged particles in the electrostatic octupole-cylindrical
field. An integrodifferential equation for the motion of charged particles in an electrostatic octupole-
cylindrical field is derived. Calculation of trajectories in an energy analyzer with an octupole-cylindrical field
was performed on the basis of the method of expansion into a fractional-power series of the particle motion
equation presented in the integrodifferential form. Coefficients of the series, representing the trajectory of
motion in an analytical form, accessible for further studies of the electron-optical characteristics of the
octupole-cylindrical field, are obtained. Based on an octupole-cylindrical field, high luminosity energy
analyzers can be built to determine the composition of charged particle beams with energies from units of eV
to tens of keV in space plasma.

Keywords: energy analyzer of charged particles, electron mirrors, electrostatic axially symmetric octupole-
cylindrical field, approximate-analytical calculation, motion of charged particles.

Introduction

The operation of all analyzing devices is based on the use of the features of the movement of charged
particles in the fields created by the corresponding electrode systems. The suitability of a particular field for
the purposes of energy analysis is characterized by the dispersion of the field in terms of energies.

In reflector-type analyzers, charged particles enter between the electrode plates and, if their energy
matches the tuning energy, move in the region of the equipotential surface, then fall on the detector. The
advantage of these analyzers is the ability to analyze high-energy charged particles beams with a relatively
small potential difference between the electrodes. The disadvantage is a small specific dispersion and a
strong influence of edge fields. Deflectors, in addition to surface analysis, have found wide application in
mass spectrometry, as well as in the analysis of high-energy particles. This has found application in space
plasma research. For these purposes, an electrostatic hemispherical analyzer with a circular field of view,
called “top-hat” was widely used [1]. This analyzer was designed in the laboratory of the University of Texas
(USA). Then it was successfully used in various projects in the USA and Europe.

Until now, top-hat energy analyzers have been successfully used in experimental space plasma physics
[2-5].

The measurement of charged particles with energies from a few eV to tens of keV is a significant part
of space experiments. A plasma of such energy inhabits the solar wind, planetary ionospheres, interplanetary
space, the earth's ionosphere, and the magnetosphere. Near the earth, the study of the boundaries of particle
precipitation is necessary for fundamental studies of the magnetosphere.

The cylindrical mirror type energy analyzers have found wide application in the study of resonant phe-
nomena in gases, in spectroscopy for chemical analysis, to obtain spectra of secondary electrons, photoelec-
trons, auto-electrons, Auger electrons, as well as in space research, in the study of the interaction of atomic
particles with the solid body surface and plasma diagnostics. The cylindrical mirror analyzer has become the
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basic element of electron spectrometers for various purposes, produced in the countries near and far abroad
by leading instrument-making companies [6, 7].

The class of potential fields, called multipole-cylindrical, was first substantiated and classified by
Zashkvara V.V. and Tyndyk N.N. in [8, 9]. Application of the multipole approach to the synthesis of deflect-
ing fields makes it possible to develop effective methods for energy analysis of charged particle flows. This
method is based on the principle of superposition of the simplest fields of cylindrical type and various order
circular multipoles.

The electron-optical schemes of mirror energy analyzers based on electrostatic quadrupole-
cylindrical [10], hexapole-cylindrical [11], and decapole-cylindrical fields [12] were previously studied in
sufficient detail. In particular, the monograph [13] is devoted to the study of their electron-optical character-
istics and potential capabilities, to the search for optimal electron-optical schemes with high focusing proper-
ties and energy resolution.

In previous studies, a family of equipotentials of cylindrical octupoles with a plane of symmetry and
antisymmetry was calculated [14]. Calculation and analysis of equipotential portraits of electrostatic axially
symmetric octupole-cylindrical fields for different weight contributions of the cylindrical field and the circu-
lar octupole were carried out.

In the present work, the electron-optical scheme of a new type of energy analyzer based on an electro-
static octupole-cylindrical field is investigated, and a trajectory calculation in an electrostatic octupole-
cylindrical field is carried out.

1. Focusing field of the energy analyzer

The field is built based on the superposition of the fields of a cylindrical mirror and a circular octupole.

The potential distribution for the proposed electrostatic system can be expressed as follows:

ur,2)=ulnr+eU_(r,2) (D
here
Uom(r,z):iz“+lz2 l(1—r2)+llnr +
4! 2 4 2 @)
R I L M L) S
64 16 8 2 64

is circular octupole, x is coefficient specifying the weight contribution of the cylindrical field InTr, o is

weight component of the circular octupole.

The octupole-cylindrical field was chosen as the object of research, in which the component of the cy-
lindrical field is equal to the multipole part.

Figure 1 shows a schematic view in the longitudinal section (upper part) of the electron-optical scheme
of an energy analyzer based on an octupole-cylindrical field, where the value of the weight contributions of
the cylindrical field 4 = 1 and octupole w= 1. Potential distribution Eq. (1) differs significantly from the
classical field cylindrical mirror.

M

T'm

z

25 -2 -1 -1 05 0 05 1 15 2 25

Figure 1. Schematic view in longitudinal section (upper part) of the electron-optical scheme of the energy analyzer
based on an octupole-cylindrical field: 1 — inner cylindrical electrode, 2 — outer deflecting electrode,
A —ring source of charged particles, i' — entrance ring window, i" — exit ring window, B — ring image
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The analyzer contains two coaxial electrodes, the inner electrode 1 has a cylindrical shape of radius I

and is under zero potential the outer electrode 2 has a curvilinear profile and is under the deflecting potential
Uo. The field is created between the electrodes that decelerate and deflect charged particles and has the prop-
erties of an electrostatic mirror. The profile of the outer deflecting electrode 2 repeats the equipotential sur-
face of the electrostatic octupole-cylindrical field. The cylindrical electrode 1 cuts through the entrance i' and
exits i" windows for the movement of the charged particles beam.

According to the scheme, the charged particles beam from the ring source A through the entrance win-
dow i' in the inner cylinder 1 enters the energy analyzer field, further reflected by the field, then through the
exit window i" on the inner cylinder 1 returns to the zero potential region and focused into the ring image B.

2. Calculations

Consider the motion of a charged particle in the octupole-cylindrical field. To calculate the trajectories
of charged particles motion in the octupole-cylindrical field, let us move the reference point of the trajectory
to its vertex m and place the origin x,& at the same point (see Fig. 1). All linear dimensions are calculated in
the radii of the inner cylindrical electrode r, to maintain the following dimensionless parameters:

rr+rp r—r z
r_:_o ro =l+p, X="—=p,-p, fzr—- 3)

0 0 r.O 0

The distribution of the octupole-cylindrical field Eq. (1) in the new coordinates x,& ((for any 4 and @)
has the following form:
U (x.&)=U,9(x.&)=U,9,: “4)
where

9(X,§)=9x=,uln(R—x)+a{i'§4+l§2{1[1—(R—x)2J+lln(R—x)}+
41° 7 2° 4 2 Relip. )

1 a1 2 1 1 2 5
R N G x)[2 +(R=x) } 64}
The motion of a charged particle in the octupole-cylindrical field for the case under study: the contribu-
tions of the cylindrical field and the circular octupole, respectively, u = 1, = 1, in this case, the potential
distribution in this system is described in the x,& coordinate system as follows:

U (&) =U,9(x.&)=U,g,. (©)
where
1., 1 _,]1 2 1
9(x.8)=g, =In(R-xX)= &' ¢ {Z[l—(R—x) }+51n(R—x)}+ o
1 4 1 2 1 1 2 5
LR LRy +§ln(R—x)[§+(R—x) }a

The motion of a charged particle in the axially symmetric octupole-cylindrical field (6) has the follow-
ing form:

mx = qUyéq, & = —%, (8a)
mé =qU,¢,, £, =—%§§). (8b)

According to the law of conservation of energy when moving in a static potential field, the change in
the kinetic energy of a charged particle is determined by the passed potential difference. Further, integrating
the sum of Egs. (8a) and (8b) along the particle trajectory from the vertex m to an arbitrary point, we obtain
the law of conservation of energy for a particle moving in the electrostatic octupole-cylindrical field, which
relates the change in the kinetic energy of the particle to the potential difference:

mu.  m

? ‘3('2+52)=‘q(um—U(ny))=—qUo(go—9x), 9)
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here U =U,g(x,.&,)=U,g, is field potential at point m, while x =& =0, gx:g(x,é(x));
gozg(xﬁg)x:o-
=0

By integrating Eq. (8 b) within the range from point m to an arbitrary point of the trajectory, we can de-

2 . .
termine the value of m2§ . At the same time, we take into account that U,i = f,i + X,i = gﬁi , since at the ver-
. d& d&dx .
tex of the trajectory X =0. Further, using the relation & = d—f = d_éa =¢&'X, we obtain
X
moy m&  tog(xé)d tog(%.8)
___ézquojﬁ_gdxzquo"'#gdx ) (10)
2 2 o&  dx o 0&
me?  mo;

According to the scheme (Fig. 1),

5 TO =W cos’ @, at X = p, , therefore, Eq. (10) can be rewrit-

U2
M as follows:

. m
ten relatively

mo;

=W cos’ a, +qU, f, , (11)

where

Py 5 ,
fo=] ggj)é'df- (12)

Substituting Egs. (11) and (12) into Eq. (10), we obtain the integro-differential equation of motion of a
charged particle in the octupole-cylindrical field (6):

"2
(&) [9, -9+ f,]=Pctg’a, + f, - 1, . (13)
or
e Pletg’a,+ f,— f,
(&) =——2% : (14)
9, —0x+ fx
where
L og( X,
f =jM§'dx , (15)
o 0
and P’ = w sin’ @, is the reflection parameter relating the geometric and energy parameters of the

0
octupole-cylindrical field.
The solution of the integro-differential equation (13) can be found as an expansion in a power series
with indeterminate coefficients. These coefficients can be calculated from Eq. (13) by substituting a power
series into it.

The integro-differential equation (13) has a singular point at the point Xx=0, since the factor (§ ’)2 , in this

case, vanishes, therefore, to integrate the equation, the method of expanding the solution of the equation &
into a fractional power series is used [15]:

E=Ix>cx", (16)
n=0
or
§=\/;(CO +Cx+C, X" +Cx* +C,x* +C.x* +C x° +) : (17)
The radial component R=1+ p,, of the turning point of the trajectory, necessary for calculating the

value of & can be determined by using the integro-differential equation of the trajectory (13) for the point
X = p,, . In this case:

(f’)2 =ctg’a,, Ox-p. =0,
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and
g,+f,=P*.
Substituting §, from Eq. (3) into Eq.(16) we arrive at the expression:
8(P* - fm)+1R4 lrl3
InR = 8 2 8

)
2
The value R can be determined by the method of successive approximations. As a zero approximation,

1 1
the parameters of a cylindrical mirror analyzer are used: R, = exp(P2 ) =1+P+ 5 P+ 3 P°+—P*+...

and f, =0

So the equation for determining o, :

8(P* - fm)+1R4+lR2—§
_ 8 2 8 |
pm_exp 17 :
2

The left side of Eq.(13) was found from the calculations:

H s

:ho[bl—el]x{ho(bzz J hy (b - el)}ﬁ

(b b

+| h, ?—e3 +hl(?2 }x

- (18)
+| h, %“—e4 +hl(2—3— 3j+h2[b?2—e2J+h3 } +

[ (b b b

+ h, ?—es +hl[j‘ j (?—Q}h{——ej h4(b1—el)}x5+

( j h4(b?2—e2j+ hs (b, —el)]x(’.
Pctg’a, + f, — f, = Pctg’a, + F (p, ) -

o 19
{bIX bX b3; _|_b4: +b55X +b66x +..}—¢(X)' "

b b
+ h, ?—e0j+hl[55 j [

Further, the integral on the right side of Eq.(13) is found:

Thus, both parts of the equation of motion of a charged particle in the octupole-cylindrical field (13) are
presented in the form of power series. Further, by equating the terms at the same powers of X in expressions
(18) and (19), the coefficients of series Eq. (16) are determined. The coefficients of series allow for further
analyzing the corpuscular-optical parameters of the considered system.

The results of calculating the coefficients of the C, series (16), which determine the trajectories of mo-
tion of charged particles in the investigated octupole-cylindrical field, are given below. We equate the terms
at the same powers in Egs. (18) and (19), and the following system of equations is obtained:

h(b —e)=-b, (20a)
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b b
(%o b -e)=-3, o)
b b b
e e R (20
b b b b
R I C R LR 209
b b b b b
L Ry e Y L R T

b b b b b b
hOLEG—eOJ+h[?—esjjthz(j‘—g}rh3(?3—e3j+h4(?2—e2J+h5(bl—el)=g6. (201)

The problem of determining the trajectories of charged particles in the field under study is reduced to
calculating the coefficients in expression (16). Expressions for the coefficients h;, e; and b; are obtained:

CZ
ho:TOa (2la)
3C,C
h == (21b)
2
9C? 5C,C
! 2 ¢1o
ARSI LIS 21d)
2 2
2
h, = 25G, [ 9GGC, | 21CG, , (2le)
4 2 2
11
h = C0C5+27CIC4+35C2C3 ’ 216
2 2 2
2
h = 49C; 13C,C,  33CC, 45C.C, 1)
4 2 2 2
3 5 , 1 5 1 19 1 1,
e =—"—0p ——p*——p - — p* +In(1+ —+—p +— , 22
) =g Pn T3y P 1 P g P I ;om)(16 2P 8/%] (22a)
3 5 3 5, 1 3 C(?
e=—4—p +—p+—p +—2p (1+p_)—.. , 22b
1 16 16pm 16pm 16pm 2lom( pm) ( )
3 C2 c: C! 1 19 1
g =0 FPno 0 Z, 2 Ch(l+p,)-., (22¢)
32 2 2 24 8 16(1+Pm) 8
2 2 2/2
e3=L+&+;(l+l]_ 19 3-l-IOmC1 -I-IOmC1 e, (22d)
16 4 4(1+p,)0 2) 16(1+p,) 2 4
1 C 1 3p
g, =—— c.C c,C cC -~ - .. »(22d
4 64 2 Pm 0 2+pm 0 3+pm 1 2+2(1+pm)2 8(1+pm)4+ ( )
o 1 19 P Pn . PuC
e5:_1_|_ T - 5 5= 5+ 2—..., (226)
4 8(1+p,) 16(1+p,) 4(1+p,) 8(1+p,) 2
1 1 c: ¢ 19
e, —— - o _y—Pm (22f)
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PuCol . Pu|_Co
b, = 1+ 20 - =2 n(1+ p,), 23a
! 4[2J16n(p’“) (233)
2 4 2
b2=—C—°—C—°+me0 CI—C—O +C—°+..., (23b)
4 12 4 ) 16(1+p,)
2 3 2
b, z%—%—COCI(II+pm)+3§m (%+COC2][1+%J+..., (23¢c)
2 2 3 2
p, =& GG 3G apr 26, GG el P, (23
2 2 4 3 2 8(1+p,) 2
2 2
bs=—2c1c2—20003—cgc:4—3COC2 BRSNS (23¢)
4 2 8
b, =C,C, +C,C, —3(C,C/C, +C;C,C, )—%(SC]Q +5C,C, —3C,C )., (23f)
5(C; 7 (3 ;
b7=—3(c2<:3+clc:4+<:0<:5)+Z —--CC,+CC, —E(C1C2+COC5)—.... (23g)

Considering the system of Egs. (21)—~(23), the coefficients C; are found. The approximate-analytical
method makes it possible to describe with high accuracy the trajectories of motion of charged particles in the
field under consideration.

Conclusions

The electron-optical scheme of a new type of mirror energy analyzer based on an electrostatic octupole-
cylindrical field has been studied. The calculation of particle trajectories in an electrostatic octupole-
cylindrical field is performed. The problem of integrating the differential equations of motion of charged par-
ticles and the analytical description of the trajectory equation in the electrostatic octupole-cylindrical mirror
is solved. The coefficients of the fractional-power series are obtained, which are necessary for describing the
trajectories of motion in an analytical form, accessible for further studies of the electron-optical characteris-
tics of the octupole-cylindrical field.
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7KaHa TunTi 3apAATAJFAH 06JIIIeKTEePAIH AHHAJIbI YJHePrus
TAJIAFBIIITHIH 3JIEKTPOHAbI-ONTHKAJIBIK CYJI0AaChIH ecenTey

Makanaga IIMHIPTIK —affHAa MEH  JIOHTeNeKTIK  MYJBTHIIONBICP  OPICTepPiHEH  CHHTE3ZENreH
ANEKTPCTATUKAJIBIK MYJIbTUIIONBAI-IMIMHAPIIK ©pICTePIiH SJIEeKTPOHIBI—ONTHKANBIK KAaCHETTepiHEe OJaH
apFel  3epPTTEYNIEp IKYPri3uUIreH. OJEKTPOHIBIK CIHEKTPOCKONHUS OMICTepiH ICKe AaCBIPYIbIH HETI3Ti
JJIEMEHTTepiHiH Oipi TOMEH J>SHE OpTa SHEPrHsUIBl DJIEKTPOHIAPBIHBIH OSHEPTHs TaJIaFblbl  OOJIBII
TaOBUIATBIH KYPAET KYpald-KaOABIKTHl KOJNJAHyFa HETi3leNreH. AYBITKYIIBl epicTepli CHHTe3aeyre
MYJIBTUIIONBIIK OMIC-TOCUIAI KOJNJaHy 3apsAATAIFaH OeIIeKTep aFbIHIAPBIH SHEPTUs TaldaybIHBIH THIMIL
dficTepiH JaMBITyFa MYMKIHAIK Oepei. Byil sKyMBICTa 3IIeKTPCTaTHKAIBIK OCBTIK CHMMETPHSUIBIK OKTYIIOJBII
— LOWIMHIAPIIK epic Heri3iHAe 3apsaTaiaraH OeJIeKTep aFbIHAAPBIHBIH JKaHa THOTI alHAIBl SHEPTrHs
TaJIIAFBIIIBIHBIH AJIEKTPOHBI-ONTHKAIBIK CYJI0AaChl YCBHIHBUIFaH. AKCHAIIBI-CHMMETPHSIIBIK OKTYIIOJIbIi—
HWIMHIPIIK epic 0asajiblK HUIMHAPIIK epic JKOHE IOHIeNIeKTIK OKTYIOJbIIH CYNEpHO3HIMACH TYpiHJe
KYpacThIpBUIFaH. bepinreH epictepi KOCy Ke3iHAC MOHIENCKTIK OKTYIONBIIH OpPTaIbIK IIeHOepi
Jorapu@MIiK OpICTIH HONIIK OSKBUMOTCHIHMSACBIMEH OipikTipieni. ONEeKTPCTATHKAIBIK —aKCHAJIbI-
CUMMETPHUSIIBIK  OKTYIIOJIBII-IMIMHIAPIIIK epicTe 3apsaTanFaH OeeKTepaiH KO3FalbIChl 3epTTENreH.
DNEKTPCTATHKANBIK  OKTYMOJBII—IMIAHAPIIK ~ ©picTeri 3apsiaTaifaH OeNIIeKTepIiH  KO3FaJIbICHIHBIH
UHTErpanAbl-In(hepeHInaNABIK TeHACYl aiNblHFaH. OHEPrUs TaIJaFBIITHIH — OKTYIIONBAi—IMITHHIPIIK
opiciHme OeNIIEKTepIiH TPACKTOPISUIBIK €CenTeyl HHTEerpalgsl—ITuQPEepeHIis UK Typae Oepiiaren
3apsiaTanFaH OeNIIeKTep/IiH KO3FajlblC TEHAEYiHIH OeIIeKTi—Aspexesli KaTrapra JKIKTey oici Herizinae
Kyprizinred. OKTYHNONbII—IMINHAPIIK OPICTIH 3JIEKTPOH/BI—ONTHKANBIK CHUIaTTaMalapblH OJaH opi
3epTTeyre MYMKIHIIK O€peTiH aHAaIUTHKAIBIK TYPJEri KO3FalbIC TPAeKTOPHACHIH OepeTiH KaTap
ko3 durrentrepi ecenrteninred. OKTYMONbAI—IMJIMHAPIIK ©piCc HETIi3iHAe FapBINTHIK IUIa3Manarsl 5B
OipiikTepiHeH OHIaraH k3B neifiHri sHeprusra wue 3apsATanFaH OeNIIeKTep aFbIHIAPBIHBIH KYpPaMblH
AHBIKTAYFa apHAJIFaH JKapblK KYIITi 3JIeKTPCTATUKAIBIK SHEPTUs TATAAFBILITAPBIH KYpacThIpyFa 6oabl.

Kinm ces3dep: 3apsnranFaH OeJIICKTEp/iH SHEPTHs TAIAAFBIIIBI, YIEKTPOH/bI aifHaIap, SIEKTPCTATHKAIBIK
OCTIK CHUMMETPHSUIBIK ~ OKTYMONBII—IMIIHHAPIIK Opic, JKYybIK—aHAMTUKAIBIK €CeNTey, 3apsaTalFaH
OeImIeKTep IiH KO3FaIbICHL.

XK.T. Kambaposa, A.O. Cayne6ekos, K.b. Kon6anuna

Pacuer 3/1eKTPOHHO-ONITHYECKOH CXeMbI 3¢PKaJIbHOI0
JHEProaHaIM3aToOPAa 3apPAKEeHHbIX YACTHL HOBOI'0 THUIIA

B cratpe nponomkeHs! nanbHEHIINE UCCIIEN0BAaHUS JIEKTPOHHO-ONTUYECKUX CBOMCTB AJIEKTPOCTATHUECKUX
MYJIBTUIOIBHO-IIMIMHIPUUECKUX TI0JeH, CUHTE3UPOBAHHBIX U3 IMOJIEH LMWIMHAPUYECKOTO 3epKaia U Kpyro-
BBIX MyJbTUIONEH. Peann3anus MeTo10B JIEKTPOHHOM CHEKTPOCKOIIMU OCHOBaHA Ha MCIOJIb30BaHUM CIIOXK-
HOTO 00OpYIOBaHMS, OJHMM M3 TJIaBHBIX 3JEMEHTOM KOTOPOTO SIBJISETCS DHEProaHaIn3aTop JJICKTPOHOB
HU3KHX U CpeqHUX 3Hepruil. [IpuMeHeHne MyJIbTUIIONBHOIO MOAX0/Aa K CHHTE3y OTKIOHAIOUIMX MoJel naer
BO3MOXKHOCTb JUIsl pa3BUTHs (G (PEKTUBHBIX METOJIOB JHEProaHain3a MOTOKOB 3apsHKEHHBIX YacTHLl. ABTOpa-
MU TPENTI0KEHA DIEKTPOHHO-ONTUYECKAsT CXEMa 3€pPKaJIbHOTO JHEProaHaM3aTopa MOTOKOB 3apsKEHHBIX
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YaCTHIl HOBOTO THIIAa HA OCHOBE 3JIEKTPOCTATHYECKOTO OCECUMMETPHUYHOTO OKTYIOJIbHO-IMIUHAPHYECKOTO
nosst. OcecMMMETPUYHOE OKTYIOJIbHO-LMIIMHIPUIECKOE TI0JIe CKOHCTPYHPOBAHO B BHJE CYNEpIO3UIUHU Oa-
30BOT0 LWJIMHIPUYECKOTO TIOJII U KPYroBOTO OKTYHoJs. IIpu croxeHuH moneil HeHTpaibHas OKPYXHOCTh
OKTYIIOJISI COBMEIANACH C HYJIEBOH 3KBHIIOTCHIHAIBIO JOTapU(DMIUECKOTO TOs. MccrnenoBaHo BHKEHHE
3apsOKEHHBIX YaCTHUI] B 3JIEKTPOCTATUYECKOM OKTYIOJBHO-IMIUHAPUUECKOM I10Jie. BriBeeHO HHTErpo-
muddepeHIaIbHOe YpaBHECHHE JIBIDKCHHS 3apsOKCHHBIX YAacTHI[ B OJIEKTPOCTATHYECKOM OKTYIOJIBHO-
HWIMHApUYECKOM ToJie. Pacuer Tpaekropuil yacTHUIl B 3€pKaJbHOM SHEProaHaIN3aToOpe € OKTYIOJBHO-
HIIMHIPUYECKUM TI0JIEM BBINOJHEH Ha OCHOBE METOJa Pa3JIOKEHUS B APOOHO-CTEIIEHHOH psill ypaBHEHUS
JBIDKCHHS 3apsDKEHHBIX YaCTHI, MPEACTaBICHHOTO B MHTErpo-audepenimansaoi popme. Ilomyuensr ko-
3¢ GUIMEHTHl psifa, MPEACTABIAIONINE TPACKTOPUIO IBIDKCHHSA B AHAINTHYECKOM BHIE, AOCTYIHOM IS
JANBHEUIINX UCCIEIOBAHUH SNIEKTPOHHO-ONTHYECKHX XapaKTEPUCTUK OKTYMOIbHO-IMINHAPHYECKOTO II0-
ns1. Ha 0CHOBE OKTYIOJIEHO-IIHITMHPUIECKOTO OISl MOTYT OBITh MIOCTPOCHBI CBETOCHIILHBIC SHEprOaHaIH3a-
TOPBI, MIpeIHa3HAUYECHHBIE JJIS OIPENIeJIeHUs] COCTaBa IMOTOKOB 3apsKEHHBIX YACTULl C SHEPTUSMH OT €UHMIL
3B 10 mecaTkoB k3B B KOCMHYECKOH IIIa3Me.

Knrouegvlie cnosa: SHEProaHaInu3aTop 3aps’KCHHBIX YaCTUII, SJIEKTPOHHBIC 3€pKaJia, 3JICKTPOCTAaTHUICCKOE OCC-
CHUMMETPUYHOE OKTYNOJBbHO-HWINHAPUYECCKOE I10JIE, HpI/I6HI/I)K€HHO-aHaJII/ITH‘{eCKI/Iﬁ pacueT, ABUKECHHUC 3a-
PAKCHHBIX YaCTHII.
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Experimental Studies of Mechanical-Electrical Transformations during
the Destructive Processes Developing in Dielectric Materials

A mechanical-electrical method for testing fractures developing within the stress-strain state changes of die-
lectric rock samples, as an example, is discussed here. The paper discusses the results of numerical and exper-
imental studies of changes in the electromagnetic responses parameters under the pulse deterministic acoustic
excitation of rock samples with different composition and texture. The paper presents the results of mathe-
matical calculations of the stress concentration on cracks located along and across the sample axis, perpen-
dicular to which deterministic acoustic pulses were introduced. The cracks presented in the sample volume
are stress concentrators. With a different number and sizes of cracks perpendicular to the propagation of an
acoustic pulse, the intensity of stresses and their type differ significantly. This circumstance indicates the in-
fluence of the structure of the samples and their dielectric properties on the parameters of electromagnetic
signals when recording the results of mechanical and electrical transformations. Thus, the use of the method
of mechanical-electrical transformations under compression can be used in testing the processes of the onset
of crack formation and the development of fracture in solid-state dielectric materials and products.

Keywords: dielectrics, rocks, numerical modeling, acoustic impact, uniaxial compression, electromagnetic
emission, mechanoelectric transformations, electromagnetic signal.

Introduction

The development of destruction of solid dielectric structures is accompanied by occurrence of alternat-
ing electromagnetic fields. This phenomenon is being addressed to employ the parameters and characteristics
of electromagnetic emission for testing imperfection and to study development of destruction of solid dielec-
tric materials. Alternating electromagnetic fields arise from mechanical-electrical transformations (MET) in
solid-state structures when their stress-strain state changes under mechanical load with subsequent acoustic
emission inside the test material. Electromagnetic radiation due to various types of destruction mechanisms
has been proven to emerge in all-dielectric materials [1-12]. During MET processes, electromagnetic signals
(EMS) are generated due to the changed charge state of materials or their interfaces. The presence, occur-
rence, and quantitative or qualitative change of electric charges and their vibrations under acoustic excitation
are a prerequisite for EMS generation.

In [13], the issues of charging layers of rocks of different textures and compositions are considered in
detail. In [3], Khatiashvili and Perelman experimentally and theoretically proved that acoustic wave-induced
generation of EMS, which is a consequence of the oscillatory movements of double electric layers and fluc-
tuation-charged edges of microcracks, and release and vibration of charged dislocations. EMS parameters
depend on the amplitude-frequency spectrum of the acoustic field excited by linear deformations of the
sources.

Mechanisms of EMS generation and source types were summarized to distinguish processes that induce
separation of electric charges and form electric dipoles. These processes include: uneven distribution of elec-
tric charges on crack edges when ionic or other types of bonds are broken; in inhomogeneous field of me-
chanical stresses, charged defects start to migrate in the area of crack formation; at the interface of mineral-
ized water released during heating with the rock; friction-induced electrification during movement of struc-
tural elements. On the other hand, the change in the dipole moment is determined by the breakdown between
the charged sides of the crack, charge relaxation if the current flows through the dielectric body outside the
crack; electron emission; vibrations of charged surfaces.

Thus, EMS generation is due to the change in the charge state of the test material during development
of cracks of various scales or double electric layers at the interface of media, minerals, and aqueous solu-
tions. During crack development, acoustic emission methods can be employed, which use acoustic pulses
emitted by growing cracks of different lengths and record electromagnetic signals when the charged edges of
these cracks vibrate. These are mechanical-electrical methods.
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Experimental

Experimental studies of mechanical and electrical transformations were carried out on samples of rocks
from the Tashtagol iron ore deposit, which have different ratios of magnetite and calcite. These minerals are
distinguished by their ultimate strength: (12—50)x10° Pa - for calcite [14]; (14-21.5)x10" Pa - for magnetite
ore and skarns of the Tashtagol deposit, calculated from the date of destruction of samples in experiments. In
addition, calcite and magnetite differ significantly in their electrical characteristics. So the specific electrical
resistance(p) of calcite is (107 - 10'*) Ohm - m, and magnetite is (10™ - 10*) Ohm'm [14, 15]. The magnetite
content in the ore samples used ranged from 60 to 77 percent. In addition, skarn samples containing magnet-
ite were used. Samples for experiments were made from cores with a diameter of (42 = 1)x10” m and a
length of (80 £ 5)x10” m.

Investigations of the electromagnetic emission (EME) characteristics under uniaxial compression loads
were carried out on the stand, the block diagram of which is shown in Figure 1. In the course of the experi-
ment, the sample was placed between the support (1) and the movable plate (2) of the IP500.1 automated
press, which developed the force P on the sample up to 500 kN.

v P

1 base plate

" SEM | sample 3DEsl
°PER S

13

movable plate

multifunctional
I/Oboard 5
v

9 pc1  |l«—Usp <—l 10 peo

1 — base plate of the IP500.1 press; 2 — movable press plate IP500.1; 3 — dynamic excitation system to control
the energy of the impact of the ball; 4 — spring device PU for accelerating the ball for introducing a deterministic
acoustic pulse into the sample; 5 — multifunctional input-output board NI BNC 2120; 6 — PER piezoelectric re-
ceiver; 7 — electromagnetic differential capacitive sensor; 8 — press automatic system; 9 — personal computer
PC1 for visualization and amplitude-frequency analysis of acoustic and electromagnetic signals; 10 — personal
computer PC2 for operating with the press; 11 — software block; 12, 13 — holders for centering the sample.

Figure 1. Block diagram of the stand for uniaxial compression of the test samples.

The load and loading rate of the sample was set using a specialized program from a PC2 computer (10)
through the press automatic system (8) to the actuator of the servo valve. Moreover, changes in the load
could be set linear, stepwise, or cyclical. For centering the samples, special holders 12 and 13 were used. Re-
cording of information on changes in the sample deformation due to applied forces and their type was rec-
orded and displayed on the PC2 computer monitor. Uniaxial compression was carried out at a constant rate
of 0.3 Pa/s. Acoustic impulse excitation of the samples by the impact of the ball was carried out using a
spring device for accelerating the impacting ball SD (4) through the impact energy control system DES (3)
[12, 23]. The shape of the acoustic pulse was close to the bell-shaped Gaussian distribution, and its duration
at the 0.1 of maximum amplitude was 50x10° seconds. A point impact with a ball weighing 8.6x10™ kg was
applied in the middle of the free cylindrical part of the sample. After flying through 3, the ball hit a hardened
steel plate 2x10~ meters thick, excited a deterministic acoustic pulse, which passed through a layer of miner-
al oil between the plate and the sample into the sample. The hardness of the steel of the plate and the ball
were of equal values. The residual impact energy introduced into the sample after the ball bounced was (5 ...
30)x107 J. The acoustic signal, passing through the sample, was recorded by the PER piezoelectric acoustic
pulse receiver (6).
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The DES system comprised a metal tube with two optical pairs built into it at a distance of 510~ me-
ters, each of which included a light-emitting diode (LED) and a photodiode. The ball, flying through the op-
tical pairs, gave two marks on the PC1 computer monitor (9). These marks were used to calculate the ball
raid V, and V, rebound velocities. The calculated velocities were used to determine the kinetic energy of the
acoustic impact, E.,, transmitted to the sample:

m
Eexc = 5(\/12 _sz)’ (1)

In this case, the energy losses of the acoustic pulse in the plate were not taken into account. The EMS
electrical component generated by the sample during the passage of the acoustic signal was received by a
differential capacitive sensor SEM (7) with a built-in power amplifier. The sensor used low and high pass
filters, which ensured its operation in the range from 1 to 100 kHz. At the SEM output, the signal was ampli-
fied with a factor of 10 or 100. In the measurements, the gain was selected depending on the input EMS am-
plitude. The SEM input sensitivity is 5x10 V. Signals from the SEM and PER were transmitted through the
NI BNC-2120 multifunctional board (5) to PC1 (9). Subsequently, using a special software program (11), the
EMS amplitude was normalized to the amplitude of the acoustic pulse excited by the impact of the ball, and
the EMS amplitude-frequency analysis was performed using the fast Fourier transform.

Results and Discussion

Acoustic pulses arise in the destructive zones while the material is cracking. The pulses propagation
generate EMS parameters of which are depend on characteristics of the exciting acoustic pulses [2-5, 13].
Thus, the results of numerical simulation of mechanical stresses changing on cracks defects are provided
here. The regularities in the EME characteristics under uniaxial compression to the destructive values of the
samples were studied experimentally. These studies were carried out to determine the applicability of me-
chanical-electrical methods when testing the development of destructive zones and destruction in dielectric
materials.

For calculations, we analyzed wave propagation in elastic inhomogeneous medium of limited dimen-
sions with given physical and mechanical properties under pulse exposure of part of its surface. The parame-
ters of the stress-strain state (displacement, strain, stress) were calculated. The simplest classical rigid body
model was used [16—18].

The problems of wave mechanics are solved by hypotheses conventional for classical elastic medium,
such as the approximation of homogeneity and continuity. Any inhomogeneity is caused by defects or inclu-
sions that are considered explicitly, i.e., they are included in the problem statement.

For a given cylindrical magnetite ore sample, this model can be applied with some assumptions. For ex-
ample, for problems related to wave propagation, it was assumed that the used samples were free of porosity,
empty cavities. The study of the sample texture showed that calcite and magnetite minerals are in continuous
contact and smoothly mix with each other.

The boundary conditions correspond to the laboratory experiment. Zero displacement was specified at
the flat boundaries of the sample since in the laboratory experiment the sample was clamped between the
punches. The side faces are free, therefore, the stresses at the boundary equal to zero. For a three-
dimensional case, the free boundaries show no components of the stress vector:

0,=0,=0,=0 @)
where @, is normal stresses and 0,1, O, are tangential stresses.
In the middle of the vertical dimension of the sample y =1 along the normal, load is applied in the
form:

o, =T () xF(X,2),

O-rl = 0-1'2 = O > 3)
where 7(t) is a function that determines the law of load variation with time, F(X, z) is a function that deter-
mines the law of load variation over the surface (in a two-dimensional case along the contour line), o, is
normal stresses and O,,,0,, are tangential stresses, the last components of the load vector are neglected. For

calculations, the dependence T (t) was used in the form of a half exponentially decaying sinusoid:
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T(t)=e"sin (Ej xn(t),
T

1.0 <t <1
77(t)={ , 4)

0, t > 71

where 1 is load exposure time that depends on the duration of the deterministic acoustic pulse.

At the face end, the load was specified as a gradually increasing and then gradually decreasing function
dependent on temporal and spatial coordinates. Afterpulse exposure, stresses at the upper boundary were set
to zero. In calculations, the acoustic excitation pulse was close to the experimental one in shape, amplitude,
and duration. In the three-dimensional case, when the load is applied to the surface, the acoustic pulse in the
form of a bell-shaped function is represented as:

F(x,z) = Ax exp(—ﬁ

(X — X0)2 +(Z — Zo)zj

2d, )

where X, zo are the coordinates of the center of the acoustic pulse source, and d, is the value that determines

the distance from the pulse center at which the normal stress decreases by a factor of e’
In the general case, the system of equations that describes the behavior of a deformable solid body in
the spatial case includes the equations of motion

pUi = pG, +0 5 (6)

where 0 is density, U j is displacement, o is stresses, G; is mass force vector components, i, j =1, 2, 3.

The dot above the symbol indicates the time derivative, and the comma after the index indicates the deriva-
tive of the corresponding coordinate. Summation is performed over the repeated indices, for example:

_ 0oy, +80'iz +8O'i3

O_i',' R
Mook ox, o
the continuity equation
a_p + ,0 % + % + % — O’
ot dx, dx, dx,

(N
where x; is the coordinate axis.
The relation between the strain tensor components and displacements from the Cauchy relation is repre-
sented as
gij :0,5(Ui,j+Uj,i), (8)
and the constitutive relations specify the relations between stress and strain tensor components as:
Oy = f(gij)- (9)
In the elastic case, relations (10) are taken in the form of Hooke’s law. In the applied problems of wave
mechanics, the processes are described by hyperbolic equations when formulated correctly. Hyperbolic equa-
tions and systems make up a significant part of the mathematical models used to solve applied problems. A
distinctive feature of hyperbolic equations and systems is that they describe wave processes with the finite
rate of disturbance (wave) propagation in the considered region.
For each equation of the form

8_U:8_F, (10)
ot  OX

the used difference scheme corresponds to the simplest version of McCormack non-central schemes [19, 20].

A volumetric design scheme was used for the equation solution. McCormack’s method is a finite-
difference predictor-corrector method, which refers to shock-capturing schemes. In accordance with the
scheme, the position of the wavefront is not identified, and the computational domain is analyzed for each
moment of time, which is needed for subsequent use of the simulation results. McCormack’s scheme as-
sumes the use of a rectangular computational grid, which has a number of advantages: simplified mathemati-
cal calculations, less computing time, simplified specification of boundary conditions, and simplified pro-
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cessing of results without data loss. Results obtained by square-cell grids are best since the hourglass effect —
twisting of the grid cells — is minimized. The numerical algorithm of the method is similar to the Runge—
Kutta method [20] used to solve ordinary differential equations. To obtain solutions at the next time step
U (t + At) by the Runge-Kutta method using the known U (1), one or several iterations are required.

Before using the method similar to the Runge—Kutta method of the second order of accuracy, spatial de-
rivatives in the equations were replaced by the corresponding ratios of finite differences. Non-central differ-
ence operators were used, for example, alternately left or right differences instead of central ones. This ap-
proach forms the basis for the effective non-central second-order scheme proposed by McCormack.

Non-central schemes are superior to most conventional central schemes since the program logic is sim-
plified, non-uniform terms are easily included, and generalization to multidimensional problems is per-
formed directly. The advantage of non-central schemes is the absence of half-integer indices, which simpli-
fies realization of the boundary conditions. The scheme has a second order of approximation in both spatial
and temporal variables.

Thus, the boundary conditions can be specified by displacements. The size of elements in the finite el-
ement model was (10°x107) m”. The calculation involves 237,500 points at a sampling rate of 10° s. The
calculations were performed for an elastic sample of magnetite ore used in the experiments of stepwise com-
pression and subsequent excitation at steps by deterministic acoustic pulse. Cracks specified were of differ-
ent sizes with a length along the sample axis or along with the acoustic pulse propagation at the point of the
ball impact. Numerical simulation was carried out using a special graphics package. The results of numerical
simulation are visualized in the form of stress intensity propagation regions [21, 22]. The constructed math-
ematical model was used to analyze elastic wave propagation in the sample under pulsed mechanical action.
This enables detailed distributions of parameters that describe the material behavior in contrast to experi-
mental studies when the measured quantities have predominantly integral meaning. Elastic disturbances were
simulated numerically in a cylindrical region, where the lateral surface was exposed to pulse excitation. It is
reasonable to consider the problem in flat formulation, namely, with the axial section of the cylinder with
dimensions of (42x80)x10™° m. Figure 2 shows examples of numerical modeling for this region at the acous-
tic pulse propagation time of 25x10° s.

z
40

1.00

0.75

0.50

Intensity stresses, rel. units

0.00

Figure 2. Calculated values of stress intensity in the sample bulk within 25x107 s from the moment of the
acoustic pulse input by the ball impact on the cylindrical surface of the sample: a) crack 10 m long along
the sample axis at a distance of 20x10” m from the excited cylindrical surface; b) crack 10 m long across
the sample at a distance of 40x10™ m from the face end of the sample under similar external impact.

In numerical modeling, changes in stress intensity over time from zero to 35x10° s were studied. For
example, Figure 2a demonstrates changes in stress intensity in the bulk of the sample on a crack 10 m long
located along the sample axis at a distance of 20x10™ m from the excited cylindrical surface within 25107 s
from the moment of the acoustic pulse induced by the ball collision with the cylindrical surface. As can be
seen in the figure, stresses are concentrated on the crack, and then they drop sharply along the line of AP
propagation. As reported in the introduction, the amplitude-frequency spectrum of EMS is directly related to
the parameters of the time-varying AP. As a result, the EMS spectrum also changes.

Figure 2b represents changes in stress intensity in the bulk of the sample on the crack 10 m long locat-
ed across the sample axis at a distance of 40x10” m from the sample end face under similar external action
from the excited cylindrical surface. The figure also presents the calculation of stresses within 25x10° s from
the moment of the acoustic pulse input after the ball impact on the cylindrical surface. As can be seen in the
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figure, stresses are concentrated on the crack, but their shape differs from the previous one (Figure 2a).
Therefore, the EMS amplitude-frequency spectrum will be different. The form of the amplitude-frequency
spectrum under deterministic acoustic excitation can help to determine the location of existing or emerging
cracks during sample fracture propagation caused by different types of strength loading.

Figure 3 shows the results of numerical simulation of the change in the stress intensity in the region of
the sample with dimensions (42x80)x10~ m” after 30x10° s from the moment of injection of a deterministic
acoustic pulse in the middle of the surface perpendicular to the direction of uniaxial compression for a crack
107 meters, for two cracks 20x107 and 42x 10~ meters along the compression axis each at a distance of 107
meters from the edges of the sample, as well as for several cracks located along the compression axis with
dimensions (2.0, 4.0 , 8.0, 16.0, 32.0, 64.0)x 10 meters, the distance between cracks is 5x10° m. In the latter
case, the cracks are arranged in ascending order from the smallest in length to the largest from the point of
application of the impulse.

In Figures 2 and 3, the intensity of the stresses arising in the sample is displayed in color. They show
that cracks are stress concentrators. An electromagnetic signal with the highest amplitude will come from the
area of such stress concentrations. The Z-axis in Figures 2 and 3 coincides with the direction of the maxi-
mum principal stress. Thus, in the process of any type of force action, electromagnetic emission will reflect
the appearance of cracks and the development of zones of the destruction of materials.

1.00

Intensity stresses, rel. units

X

Figure 3. Numerical modeling of the stress intensity dynamic in a sample with dimensions (42x80)x107
m” after 30x10 s from the moment of input of a deterministic acoustic pulse in the middle of the sur-
face perpendicular to the direction of uniaxial compression: a) crack 10 m; b) two cracks 20x10~ and
42x10” m along the compression axis each at a distance of 10 m from the edges of the sample; c) the
area contains several cracks located along the compression axis with dimensions (2.0, 4.0, 8.0, 16.0,
32.0, 64.0)x10~ m, the distance between the cracks is 5x10~ m, the cracks are arranged in ascending
order from the smallest to the largest one from the point of application of the impulse.

During the experiments, the electromagnetic emission of rock samples of skarn containing magnetite
and magnetite ore of different strengths was investigated when they were loaded along the axis by uniaxial
compression. Figure 4a shows the amplitudes of the EME skarn averaged over 1 second in a wide frequency
band of 1 ... 100 kHz. The sample contained calcite and magnetite. The EME was recorded continuously
with the recording of the current values of the compressive stresses P in the range from zero to destructive
loading values Pji,,. The figure shows the stages of the development of fracture, including the stage of devel-
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opment of destruction of the sample material or the growth of primary cracks and their growth in the range of
0.3 ... 0.52 of the relative load.

The relative load is the ratio of the current load to the breaking load P/Pji. Similar changes in the EME
amplitude were observed during the development of destructive processes in magnetite ore (Figure 4b). It
can be seen from the obtained regularities of the development of destruction at stage 2 that two independent
increases in the EME amplitude are observed. This is due to the fact that when the samples are loaded with
compressive forces, the resulting stresses are transmitted to their entire volume, including calcite and mag-
netite. Deformation in brittle materials obeys Hooke's law. As a result of such an impact, the most fragile
material will be destroyed first.

Thus, various modifications of calcite, depending on its position and type in the rock, have a strength of
(12-50)x10° Pa, while the strength of magnetite ore is significantly higher. In this regard, the zone of de-
struction in the minerals that make up the rock will develop in different intervals of the relative load P/Pjp,.
This is shown in Figure 4 when loading skarn and magnetite ore samples. Summarizing the results of the
study to identify the influence of the mineral composition of rock samples on the EME amplitude, we can
say that the least durable inclusions present in the material will always initially undergo destruction.

820 q
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g 810 {4 | | | | g 30004 ! | |
T I D I
. . 2000
& 800} g ‘
ﬁ 660 ﬁ
o o 4001
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0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Relative load, P/Pim Relative load, P/Ptin

1 — compaction stage; 2 — destruction focus formation stage; 3 — sustainable strength stage;
4 — pre-destruction stage; 5 — growth of a tear-off crack

Figure 4. Changes in the EME amplitudes averaged over one second at a frequency of 100 kHz
at different values of the relative compressive load on the sample: a) skarn; b) magnetite ore.

Conclusions

Analyzing the numerical calculations of the stress intensity on cracks of different sizes and locations,
and the experimental regularities of the EME amplitude and frequency characteristics under uniaxial com-
pression we concluded that some important features can be distinguished during testing the fracture process-
es development by the method of mechanical and electrical transformations.

Thus, the performed numerical simulation of the stress intensity dynamic in the samples under deter-
ministic acoustic excitation at the middle of the surface perpendicular to the direction of uniaxial compres-
sion, revealed that the cracks in the sample volume are stress concentrators. The stress intensity and their
type differ significantly with different numbers and sizes of cracks perpendicular to the propagation of the
acoustic pulse. EMS with the highest amplitude and with different amplitude-frequency spectra will come
from the region of such concentrations because the EMS parameters are related to the characteristics of the
arising mechanical stresses.

The experimentally obtained results of EME during the uniaxial compression of skarn and magnetite
ore samples of different strengths revealed the stages of preparation for the samples destruction. The emer-
gence and development of destructive zones are in the range from 0.3 to 0.55 of the breaking load. It should
be borne in mind that for different materials the interval of this range may vary depending on their strength.
This circumstance indicates the depending on the EMS parameters from the samples structure and their die-
lectric properties under mechanical-electrical conversions.

Thus, the use of the mechanical-electrical method under compression will be useful in testing the pro-
cesses of the cracks onset and the fracture development in solid dielectric materials and products. In the fu-
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ture, the considered method can be used to detect defects in dielectric materials. The prerequisites for such
defects testing are the above theoretical studies of changes in mechanical stresses in a model solid on defects
in the form of cracks under an external deterministic acoustic effect. Cracks here are stress concentrators dur-
ing the propagation of acoustic pulses. The same concentrators of mechanical stresses will be the contacts of
defects with the material containing them. As a result, in accordance with the defect and the sample imped-
ance ratio, EMS with parameters defining the defects boundaries will appear.

Acknowledgements

The work was done with the financial support of the Russian Science Foundation; Project No. 20-79-
10156 (TPU - 19.0066.RNF.2020).

References

1 BopoGreB A.A. V3MeHEHHE HIEKTPONPOBOJHOCTH M PAAMOM3IYYEHHE TOPHBIX IOPOA M MHHEPAIOB MpH (H3HKO-
XUMHYECKHX mpolieccax B HuX / A.A. Bopo6bes, E.K. 3aBomoBckast, B.H. Canpuukos // Joxt. AH CCCP. — 1975. — 220. — Ne 1.
— C. 82-85.

2 Misra A. Electromagnetic radiation characteristics during fatigue crack propagation and failure / A. Misra, S. Gosh // Appl.
Phys. — 1980. — 23. — P. 387-390.

3 XarnamBumu H. T'. TeHeparys 31eKTPOMAarHUTHOTO M3Ty4eHHUs IIPU MPOXOXKICHUH aKyCTHYECKHX BOJIH Yepe3 KpHCTaJLIHYe-
CKHE IMINIEKTPUKU B HeKOTopble TopHbIe mopoasl / H.I'. Xatuameumu, M.E. Ilepensman // Joxn. AH CCCP. — 1982. — 263. —
Ne 4. — C. 839-842.

4 Yamada I. Electromagnetic and acoustic emission associated with rock fracture / I. Yamada, K. Masuda, H. Mizutani // Phys.
Earth Planet. Int. — 1989. — 57. —P. 157-168.

5 Ogawa T. Electromagnetic radiations from rocks / T. Ogawa, K. Oike, T. Miura // J. Geophys. Res. — 1985. — 90. —
P. 6245-6249.

6 Dann D.D. Changes in the parameters of the electromagnetic response of model dielectric samples with air cavity defects un-
der external deterministic acoustic impact / D. D. Dann, M.V. Petrov, P.I. Fedotov, E.A. Sheveleva // Bulletin of the university of
Karaganda-Physics. — 2021. — 1. — P. 12-17.

7 Petrenko V.F. On the nature of electrical polarization of materials caused by cracks, application to ice / V.F. Petrenko // Phil-
osophical Magazine B. — 1993. — 67. — No. 3. — P. 301-315.

8 A mechanism for the production of electromagnetic radiation during fracture of brittle materials / S.G. O’Keefe, D.V. Thiel //
Phys. Earth and Planet. Inter. — 1995. — 89. — No. 11. — P. 127-135.

9 becnanbko A. A. BiusHue 3JIEKTPU3AIMU KAJTBIIMTOB HAa MapaMeTPhl 3JEKTPOMATHUTHBIX CHTHAJIOB TMPH UMITYJILCHOM aKy-
ctryeckoM Bosneiicteun / A.A. becrianbko, P.M. Tonea, JI.B. SIBopoBuu // ®dusnueckas me3omexanuka. — 2004, — 7. — Ne 5. —
C. 95-99.

10 Lacidogna G. Acoustic and electromagnetic emissions as precursor phenomena in failure processes / G. Lacidogna,
A. Carpinteri, A. Manuello, G. Durin, A. Schiavi, G. Niccolini, A. Agosto // Strain. — 2010. — 47. — P. 144-152.

11 Bespal’ko A.A. Transformation of acoustic pulses into electromagnetic response in stratified and damaged structures /
A.A. Bespal’ko, Y.N. Isaev, L.V. Yavorovich // Journal of Mining Science. — 2016. — 52. — No. 2. — P. 279-285.

12 Fursa T. Development prospects for nondestructive testing of heterogeneous nonmetallic materials by the parameters of elec-
trical response to a shock action / T.V. Fursa, G.E. Utsyn, D.D. Dann, M. V. Petrov // Russian Journal of Nondestructive Testing. —
2017. —53. —No. 2. —P. 104-110.

13 Bespal'’ko A. Polarization and electromagnetic emissions of natural crystalline structures upon acoustic excitation /
A. Bespal'ko, A. Surzhikov, P. Fedotov, E. Pomishin, O. Stary // Materials Science Forum. — 2019. — 970. — P. 153-166.

14 ®dusuyeckue cBOWCTBA FOPHBIX MOPOJ] M MHHEPAJIOB: CIIPABOYHKK NO reodusuke. [lerpopmsnka. — M.: Hexpa, 1976.

15 Ho6pemua B.M. [lerpodusuka: yued. mig By3os / B.M. lo6peaus, 10.10. Bengensmreiin, [1.A. KoxxeBHukoB. — M.: He-
npa, 1991.

16 Ziman J.M. Principles of the Theory of Solids / J.M. Ziman // Cambridge University Press. — London, 1972.
17 HaeeigoB A.C. Teopus tBepmoro tena / A.C. [laBsinoB. — M.: Hayka, 1976.
18 Mason W.P. Physical Acoustics / W.P. Mason. — New York: Academic Press, 1964. — 1.

19 Hoffman J.D. Numerical methods for engineers and scientists / J.D. Hoffman. — New York: Marcel Dekker. Second ed.,
2001.

20 Hairer E. Solving ordinary differential equations II: Stiff and differential-algebraic problems / E. Hairer, G. Wanner. — Ber-
lin. New York: Springer-Verlag. Second ed., 1996.

21 TopukoB A.I'. Teopust smactuyHocTH M ynpyroctu: y4e6. mst By3oB / A.I'. I'opukoB. — M.: ®USMATIIUT, 2002. —
C. 416.

22 Molotnikov V. Theory of Elasticity and Plasticity / V. Molotnikov, A. Molotnikova // A Textbook of Solid Body Mechanics.
Springer International Publishing, 2021.

Cepus «dusukay. Ne 2(106)/2022 65



A.A. Bespal’ko, G.E. Utsyn, P.l. Fedotov

A.A. becnnaneko, I'.E. Yupm, I1.U. degoros

JAmdJieKTpIlik MaTepuaJapaarbl 1eCTPYKTHBTI PoOLecTePAiH
AaMybl Ke3iHJeri MeXaHUKAJBIK KOHEe IeKTPJIK TYpJeHaipyJaepai
CaH/JBIK JKoHe TIKipuOe ik 3epTTeyaep

Makanaza AMANEKTPIIK Tay S>KbIHBICTAPBIHBIH YATLIEpl MBICANbIHAA KepHEYyli-1ehOopMalisUIBIK KYHAIH
©3repyiMeH CBHIHYIBIH JaMyblH MEXaHHMKAJbIK >KOHE OSJICKTPIIK ChIHAY Oicl TaJKbUIAHFaH. AMWHBIMAJbI
3JIEKTPOMArHUTTIK ©picTepAiH Haiaa 601y KyObUIBICH KAaTThI JICHE KYPBUIBIMIAPBIHAAFB MEXaHUKAIIBIK XKOHE
ANEKTPIIK TYPJICHIIpYJepre HeTi3feNreH, OJaplblH KepHeyli-IepopManrsulblK  KyHi MeXaHHKAaJbIK
JKYKTEMEHIH ocepiHeH ChIHAIFaH MaTephall iIIHJeri aKyCTHKAIBIK 3MHCCHIMEH Oipre esrepexi. ABTopnap
OPTYpIi KYpaMbl MEH TEKCTYpachl 0ap Tay JXBIHBICTAPHIHBIH YITUIEPiHIH HMITYJIbCTIK JeTepMUHHUPICHICH
AKYCTHKAJIBIK KO3YBI Ke3iHJIeT1 3JIeKTPOMarHHUTTIK peakIMsuIapIblH TapaMeTpiIepiHiy e3repyiH CaHIbIK jKoHe
TOKIpUOETIK 3epTTeyiepliH HOTIKENEpiH TalKbulaFaH. J[eTepMUHHpIEHIeH aKyCTHKAJbIK HMITYJIbCTap
EHTI3UIreH MepIeHIUKYISIp YTl OCiHIH OOMBIMEH XOHE KOJACHCHIHEH OpHANACKaH KaphIKTapIarbl KepHEY
KOHLICHTPALUSCHIHBIH MaTEeMaTUKAaNbIK €CeNTeyIepiHiH HOTIkenepi OepiireH. Op Typmai Oepikrtiri MeH
JJMEKTPIIK KacueTTepi Oap KambIMT IEH MAarHeTUT YJATLIep >KOWBUIFaHFa NEeHiHT1 OipochTi CHIFBIMIAY
Ke3IHJerl HJISKTPOMarHUTTIK SMHUCCHSIHBI SKCIEPUMEHTTIK 3epTTeyAiH HOTIKelnepl KepceTiumreH. Yiri
KOJIEMIiHJIeT1 JKapbhlkTap KepHey KOHIEHTPATOpiapbl OOJNbIN TaObUIaAbl. AKYCTHKAIBIK HMITYJIbCTIH
TapalyblHa MEPIEeHIUKYISP JKapBIKTApAbIH CaHbl MEH Memiepi op Typii OoiFaH Ke3ne KepHeylepaiH
KapKBIHABUIBIFBI JKOHE OJIApABIH CBHIPTKBI Typi aWTapibIKTail esrepexi. byn okarmail  yarinepnig
KYPBUIBIMBIHBIH ~ JKOHE  ONApABIH  OUAJIEKTPIIK  KACHETTepiHIH  MEXaHHWKAJbIK JKOHE  DIEKTPIIK
TYPICHAIPYIEPAIH HOTIKENEepiH jKazy Ke3iHIe >IEKTPOMArHUTTIK CHUTHAIAApIBIH HapaMmeTpiepiHe dcepiH
kepcereni. OcplIaiiia, CEIFRIMIAY Ke3iHIEeTI MEXaHUKAIBIK—IICKTPIIK TYPIACHAIPYIEPIiH 3ipJIeHIeH JIiCiH
naiijanany KaTThl JEHENI TUAJICKTPIIiK MaTepHaigap MeH OyHbIMIap/aa )KaphIKIaKTapAbIH naiina 60y sxoHe
CBIHYJIAp/IBIH IaMy NPOLIECTEPIiH ChIHAY/Ja KOJIIAHBLTYbl MYMKIH.

Kinm ce30ep: muaneKTpuKTep, Tay JKBIHBICTAPHI, CAHIBIK MOJCIB/LY, aKyCTHKAJBIK acep €Ty, OipOChTi CHIFY,
JNEKTPOMATHUTTIK SYMUCCHUSI, MEXaHODJIEKTPIIIK KalTa KYpY, JEKTPOMarHUTTIK CHUTHAI.

A.A. becnnaneko, I'.E. Yuun, I1.1. ®enoros

YucaeHHoe M IKCIIEPUMEHTAJbHOE UCCIeI0BAHMSA
MEXAHUKO-3JIEKTPUYECKUX NMPe00pa3oBaHuil IPH Pa3BUTHH
AeCTPYKTUBHBIX MPOIECCOB B IMIJIEKTPUYECKUX MaTepHaiax

B craTbe 00cyxaeH MeTo1 MeXaHHKO-3JIEKTPHIECKOTO TECTUPOBAHHS Pa3BUTHA Pa3pyLISHHs IPH H3MEHEHUN
HaIpsHKEHHO-Ae(OPMHUPOBAHHOTO COCTOSIHUS Ha IIPUMEpEe ANDIEKTPUIECKHX 00pa3IoB rOpHBIX mopos. B oc-
HOBE SBJICHUS] BO3HMKHOBEHUS IMEPEMEHHBIX 3JIEKTPOMATHUTHBIX IOJIEH JIeKaT MEXaHUKO-3JIEKTpUYECKUe
npeoOpa3oBaHusl B TBEPIOTEIBHBIX CTPYKTYpaxX HPH U3MEHEHUM HMX HanpsHKeHHO-Ie(OPMUPOBAHHOTO CO-
CTOSIHMSL [10]] BO3JICHCTBUEM MEXaHHUECKOI Harpy3KH, CONPOBOXKIAIOUIEHCS aKyCTUUECKON 3MUCCUel BHYTpU
UCIIBITBIBAEMOT0 MaTepuasna. ABTOpPaMH PacCMOTPEHBI PE3YNbTaThl UUCICHHBIX M 3KCIEPUMEHTAIbHbBIX HC-
ClIeOBaHMI M3MEHEHHs ITapaMeTPOB IEKTPOMATHUTHBIX OTKIMKOB P MMITYJILCHOM JETePMUHHPOBAHHOM
aKyCTHYECKOM BO30Y)KIEHHH 00pa3Ii0B TOPHBIX MOPOJ C PA3INIHBIM COCTAaBOM U TEKCTypoi. [IpexcTaBienst
pe3yabTaThl MaTeMaTHIECKUX PAacueTOB KOHIEHTPAINH HANPSDKEHHH HA TPEMIMHAX, PACHOJIOKEHHBIX BOJb
U TOmepeK ocH o0Opasiia, MepHeHIUKYISIPHO KOTOPOil BBOAWINCH JETEPMUHHPOBAHHBIE aKyCTHIECKHE MM-
nynbebl. [TokazaHbl pe3ynbTaThl SKCIEPUMEHTANBHBIX MCCIIEAOBAHUN 3JIEKTPOMarHUTHOW AMUCCUU IPU OJ-
HOOCHOM CXKAaTHHU JI0 pa3pylIeHUs: 00pa3loB C COAEP)KaHHEM KallbLUTa U MAarHETHTa, OONaJaloliX pa3sHOU
HNPOYHOCTBIO M AJIEKTPUYECKMMH CBOMcTBaMH. IIpucyTcTBylomue B o0beMe 0Opaslia TPEIMHBI SBIISTIOTCS
KOHLIEHTpaTopaMu HampsbkeHuil. Ilpu pa3sHOM koinuecTBe M pazMepax TPELIH, NEepHeHIUKYIIPHBIX pac-
MPOCTPAHCHUIO AKyCTHIECKOTO MMITYJIbCA, HHTEHCHBHOCTD HANPSHKEHUH M UX BHUJ[ CYIIECTBEHHO Pa3lIMYaroT-
cs. OTO OOCTOSTENBCTBO YKA3hIBAaeT Ha BIMSHHE CTPYKTYPHI 0OpasIoB M MX IUINEKTPHIECKHX CBOMCTB Ha
MapaMeTphl MEKTPOMArHUTHBIX CUTHAJIOB MPH PETHUCTPANH PE3yIbTaTOB MEXAHHKO-IJIEKTPHIECKIX Mpeod-
pazoBanuid. TakuM 00pa3oM, MCHONB30BaHUE METOJ[a MEXAHHKO-IJIEKTPHIECKHX MPe0Opa3oBaHUN IpH CxKa-
THUM MOXET OBITh MCIOJIb30BAaHO TPH TECTHPOBAHUH MPOIIECCOB Hadajla TPELINHOOOPa30BaHHUS U PAa3BUTHUS
pa3pyLIeHus B TBEPAOTEIbHBIX TUIEKTPUUECKUX MaTepUaax U U3ICIusX.

Kniouesvie cnoea: MU3NEKTPUKU, TOPHBIE MOPOJIBI, YHCIEHHOE MOJEIUPOBAHUE, aKyCTUIECKOE BO3/eiicTBHE,
OJIHOOCHOE C)KAaThe, AIEKTPOMArHUTHASI IMUCCHS, MEXAHODJIEKTPHUUECKUE MPEoOpa30BaHus, JIEKTPOMArHUT-
HBIA CHTHAIL.
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Influence of the size of iron nanoclusters on their magnetization

The size of iron nanocrystals significantly affects the value of their magnetization. However, an adequate
model of the structure of nanocrystalline formations comprising different numbers of iron atoms still does not
exist. In this work, spatial models of nanocrystalline iron clusters differing in configuration and the number of
their constituent atoms are constructed. Tetrahedrally close-packed cluster assemblies of iron atoms are taken
as the basis for the proposed structures of nanocrystals. The spectra of the density of electronic states for the
proposed clusters are constructed using the theory of the electron density functional. The calculation was car-
ried out by the method of scattered waves in accordance with the band theory of crystals. The appearance of
magnetization in tetrahedral close-packed cluster formations is associated with excited electronic states of at-
oms located on the surface of the nanocluster. Excited atoms have an increased electron density, that is, elec-
trons are able to transition to states with higher energy, approaching the Fermi energy. In this case, the Stoner
criterion necessary for the occurrence of magnetization is fulfilled. The configurations of electrons with spin
up and down differ, which is why uncompensated magnetic moments appear. It is shown that the proposed
models of iron nanoclusters are in satisfactory agreement with the known experimental data.

Keywords: iron nanocluster, tetrahedrally tightly packed structures, magnetic properties.

Introduction

The nanocrystalline state changes not only the structure but also many physical characteristics of sub-
stances [1]. In [2], studies of the magnetic properties of cluster iron particles from different numbers of at-
oms are presented. It is shown that the ferromagnetic properties of iron clusters depend on the number of at-
oms in them. For clusters less than 50 atoms in size, the magnetic moments reach 3.1 Bohr magnetons. With
an increase in the number of atoms to 500—700 atoms in the cluster, the magnetic moments approach the
magnetization of bulk samples, which are 2.2 Bohr magnetons (Fig. 1).

The authors [3] found the presence of magnetization in cluster formations even in the absence of atoms
of ferromagnetic substances in them. Hysteresis loops confirming magnetization were obtained for clusters
Ce02, GaN, AI203, etc. Ferromagnetism is also observed in thin films of HfO2, TiO2, and ZnO [4, 5].

Cluster models are the most objective representation of the structure of metals with a small number of
atoms [6]. In addition, structures corresponding to cluster structures also occur in the volume of metals, at
interfaces, on fracture surfaces, etc. When modeling nanocluster formations, we use sets of dense tetrahedron
packages that most adequately correspond to the nanocrystalline state [7].

The purpose of the work is to explain the nature of the increase in the magnetization of iron in
nanocluster formations containing different numbers of atoms.
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Figure 1. Dependence of the average magnetic moment per atom
for iron clusters on the number of atoms in it at 120 K [2]

Tasks of the work:

1. Construction of three-dimensional cluster models of tetrahedral densely packed iron nanoclusters
with different numbers of atoms.

2. Construction of density spectra of electronic states of nanoclusters under study.

Experimental

To determine the coordinates of the atoms, spatial models of clusters were constructed using a three-
dimensional modeling program. The program has the necessary tools to determine the coordinates of the at-
oms of the studied clusters. The cluster models were based on the theoretical values of the parameters of iron
crystal lattices: aycc = 3.656 A, agcc = 2.866 A [8].

The electron state density spectra were constructed within the framework of the electron density func-
tional theory (DFT) [9] using the basis of plane waves and ultra-soft pseudopotentials. The calculation was
carried out using the scattered wave (SW) method in accordance with the band theory of crystals — an ana-
logue of the Corringi-Cohn-Roxter method adapted for cluster models. The SW method is based on the for-
malism of multiple scattering of an electron wave on a system of potentials; it allows calculations for clusters
of several atoms and large systems based on the coordinates of atomic nuclei. The interaction of electrons is
described by the averaged values of periodic fields described by the MT potential [10]. The software package
Quantum Espresso was used for the calculation [11].

Results and Discussion

In the first stage, a model of an octahedral cluster for iron, a face-centered modification of the crystal
lattice, including six atoms was constructed (Fig. 2a). Next, a graph of the probability density of electronic
states for this cluster was obtained (Fig. 2b).

Density of states
Fe-octahedron

DOS / (states/cV)

Energy / eV

a b

Figure 2. Octahedral cluster of fcc iron of six atoms: a — general view; b — dependence of the probability
density of the distribution of electronic states on the energy of electrons with spin up and down

According to the spectrum data (Fig. 2b), it can be concluded that the electronic moments with dissimi-
lar spins are uncompensated. The calculated average effective magnetic moment per atom was 1.67 upg/atom.
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This result contradicts the data obtained for the magnetization of austenitic steels having a HCC lattice,
which does not exhibit ferromagnetic properties for massive samples [8].

An octahedral cluster of six atoms can be transformed into a cluster formation consisting of densely
packed tetrahedra. According to [12], an octahedron can be turned into three connected tetrahedra by switch-
ing one chemical bond between two of the six atoms (Fig. 3).

€ HLaoiAae

Figure 3. Transformation of nanoclusters: a — model of a hexagonal cluster;
b — model of a cluster of three tetrahedra [12]

Tetrahedral assemblies can be organized in different ways. The most famous example is the Frank-
Kasper structure FK-12 [13], which corresponds to an icosahedron. Such an assembly can be constructed
from twenty close-packed tetrahedra (Fig. 4a).
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Figure 4. Icosahedral iron cluster of 13 atoms: a — general view;
b — dependence of the probability density of the distribution of electronic states on
the energy of electrons with spin up and down; the red line corresponds to the Fermi energy

The calculation of the density of the electronic states of the icosahedral cluster (Fig. 4b) showed that the
average magnetic moment is 0.21 pg/atom.

The FK-12 structure, along with FK-14, appears in Gadfield steel (110G13L) during plastic defor-
mation on the deformation or fracture surface. Gadfield steel is also austenitic, however, exhibits nonzero
magnetization under mechanical action [14].

70 BecTHuk KaparaHgmMHCKOro yHusepcureTa



Influence of the size of iron...

There are various possibilities for packing tetrahedra in a nanocluster. Thus, the appearance of a cluster
in the form of a tetrahedral spiral for compounds NisTi;, Al4Cs, and others was shown in [12, 15, 16]. The
formation of such a structure is associated with the possibility of the transition of an octahedral cluster into a
group of three tetrahedral (see Figure 3). Figure 5a shows a nanocrystalline iron cluster, which is a spiral of
seven tetrahedra. For such a tetrahedral assembly, a spin-polarized density of electronic states is constructed
(Fig. 5, b), the average magnetic moment per atom was 0.26 pg/atom.
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Figure 5. Spiral iron cluster, composed of seven tetrahedra: a — general view; b — dependence of the probability density
of the distribution of electronic states on the energy of electrons with spin up and down

When constructing further coordination spheres (Fig. 6) using tetrahedral clusters, the number of atoms
on the surface increases exponentially. The central atom in the center is common to all spirals. The first row
of tetrahedra is located on the top and has 12 generalized atoms on the surface. The second row has 20 atoms
on the surface, the third has 32 atoms, the fourth has 52 atoms, etc. (Fig. 6). However, according to the De-
launay rule [6], it is impossible to realize in three-dimensional space a densely packed structure of an icosa-
hedron containing over 2 coordination spheres.

|

1 coordination sphere 2 coordination sphere 3 coordination sphere 4 coordination sphere

Figure 6. Evolution of coordination spheres from tetrahedral clusters: from the first to the fourth

The next stage of the simulation was a combination of a spiral and an icosahedral cluster. When twenty
tetrahedral spirals are tightly packed (Fig. 7), an icosahedron containing 13 atoms is formed in the first coor-
dination sphere. There are 20 atoms in the 2nd coordination sphere. Here, the first 3 tetrahedra from each of
the 20 spirals are connected in concert. Further, each spiral grows independently in the direction from the
center perpendicular to the faces of the icosahedron of the 1st coordination sphere. Each spiral has 10 atoms,
six of which are packed in 3 tetrahedra located in 2 coordination spheres. The remaining 4 atoms of each spi-
ral are packed into “tails” of 4 tetrahedra. The total number of atoms in such positions is 4 x 20 = 80. Thus,
the total number of atoms in a cluster packed with 20 tetrahedral spirals is 33 + 80 = 113 atoms (Fig. 6).
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r

a

Figure 7. Combination of icosahedral and spiral iron clusters:
a — incomplete paper model; b — three-dimensional computer model

Figure 7 presents a structure built of twenty tetrahedral ten-atom spirals with one common atom in the
center. In the second coordination sphere, an icosahedron is also formed, containing twenty atoms. This
gives 33 atoms in total in the first and second coordination spheres. This structure corresponds to the exper-
imentally obtained result with the maximum magnetization shown in Figure 1.

Conclusions

The appearance of magnetization in cluster formations is associated with the excited electronic states of
those atoms that are on the surface of a nanoparticle or nanofilm. Stressed nonequilibrium electronic states
arise in such systems. For cluster models of small sizes, most of the atoms are on the surface and have open
bonds. Excited atoms have an increased electron density, that is, electrons are able to transition to states with
higher energy, approaching the Fermi energy. In this case, the Stoner condition is satisfied, which is neces-
sary for the occurrence of magnetization [17]. The configurations of electrons with spin up and down are
different, which gives rise to uncompensated magnetic moments. Thus, the proposed models of iron
nanoclusters are in satisfactory agreement with the experimental data of [1].
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Temip HaHOKIacTaApBI MOJILIEPiHE 01aPABLIH MATHUTTEIYIHIH dcepi

HanokpucTrannapasly Meiepi onapIbslH MarHUTTENy MeJIIepiHe alTapiblKTail ocep ereni. AJjaiima, op
TYPJi TeMip aTOMIAapbIHAH TYPaThIH HAHOKPHCTAIABI TY3UTIMAED KYPBUIBIMBIHBIH Oapabap MoIemni ol JKOK.
Maxkanaga KOHGUIypalusi MEH OJapAbl KypaWTbIH aTOMAApABIH CaHbl OOWBIHIIA EpPEKIICICHETIH
HAHOKPHUCTAJIIBI TEMip KIACTepIIepiHiH KeHICTIKTIK MOAENbIepi skacanraH. HaHOoKpucTangapablH YCHIHBUIFaH
KYPBUIBIMIAPBIHBIH HET131 TEMip aTOMIAPBIHBIH TETPAdAPIIK THIFBI3 OpaliFaH KIACTEPIiK KHHAKTAPhl OOJBII
TaObuTaAbl. Y CBHIHBUIFAH KJIacTepiep YLIH ODJIEKTPOHABI KYH THIFBI3ABIFBIHBIH CHEKTPIepi AJIEKTPOHIBI
TBIFBI3IBIK (DYHKIMOHAIIBI TEOPHMSCHIH KOJZAaHa OTHIPHIN jkacanraH. Ecenrtey KpucTanmapIblH alMaKTHIK
TEOpUSIChIHA CAIfKeC IIamIbIPaHKbl TOJIKBIHIAAP 9iciMeH XKyprizinai. TeTpasapiiik THIFBI3 OpaliFaH KIacTepilik
TY3UIiMAepJe MarHUTTeNdyAiH Iaiaa Ooiysl HAHOKIJIACTHIH O€TiHIEe OpHalacKaH aTOMAApIbIH KO3FaH
JIEKTPOHIIBI KYitiepiMeH OailylaHbICTH eKeHAIr kopceTinreH. Ko3raH aToMaapaslH 3JEKTPOHIBI THIFBI3IBIFBI
JKOFapbUIaiiipl, SIFHU IeKTpoHIap DepMu 3HEepruschiHA KaKbIHIAFaH )KOFAaphl SHEPTHsAFa He Kyiire aybica
amaznpl. byn sxarmalia MarHUTTENyiH Maiga OONyBl YINIH KaKET Tac OIIeMi OpbIHAalanbsl. AWHAIABIPY
JKOFaphl JKOHE TOMEH O3JICKTPOHJAApJBIH KOHQUIYpaIMsAChl Op TYpJi, COHIBIKTAH OTEIMEreH MAarHUTTiK
MOMEHTTep maiiia Oosanbsl. YCHIHBUIFAH TEMip HAHOKJIACTApBIHBIH MoOJenblepi Oenrini Taxipubemik
MaJiMETTepre KaHaraTTaHapJIbIK TYPJle COWKeC KeNeTiHi KOpPCeTireH.

Kinm coe30ep: TeMip HaHOKJIACTEPi, TETPAdAPIIK THIFBI3 OpAJIFaH KYPBUIBIMIAP, MArHUTTIK KACHETTepi.

JL.U. KBernuc, ®.M. Hockos, A.A. Kanutosa, P.T. HacuOymnnun,
A.B. Haspo, A.H. Yepenanos, A.E. Onexnosuy, /[.H. Canpbikun

Biusinue pa3mMepa HAHOKJIACTEPOB KeJie3a HA UX HAMATHUYEHHOCTh

Pa3Mep HaHOKPUCTAIIIOB >KeJie3a CYLECTBEHHO BJIMSACT HA BEIIMYMHY UX HaMarHU4eHHOCTH. OHAKO ajex-
BaTHOM MOJIENH CTPYKTYPHI HAHOKPHCTAUIMIECKIX 00pa30BaHMU, COCTOAIINX U3 PA3HOTO UYHCIIA aTOMOB XKe-
Je3a, 0 CHX MOp HE CYMIEeCTBYeT. B craThe MOCTPOEHBI MIPOCTPAHCTBEHHBIE MOIENN HAHOKPHCTATIHIECKIX
KJIaCTEPOB JKeJe3a, pa3IMIalomuxcst KOH(GUTyparueil 1 KOIMIeCTBOM COCTABIISIONINX HX aTOMOB. 3a OCHOBY
HpeUIaraéMbIX CTPYKTYP HAaHOKPUCTAJUIOB B3SITHI TETPA3APUIECKU IUIOTHO yIAKOBaHHBIE KJIACTEPHEBIE cOOp-
KU aTOMOB XkeJe3a. CIeKTpbl IIOTHOCTU 3JEKTPOHHBIX COCTOSIHUH [UIs IpeiaraéMbIX KI1acTepoB IOCTPOEHBI
C UCIOJb30BaHUEM TEOPHUH (YHKIMOHANA 3JIEKTPOHHOM IIOTHOCTH. Pacuer mpoBoawmics METOIOM paccesH-
HBIX BOJIH B COOTBETCTBHUHU C 30HHOI Teopueil kpucramion. [loka3aHo, 4To MosBICHHE HAMArHUYEHHOCTH B
TETPadIPUUECKUX UIOTHOYIIAKOBAHHBIX KIIACTEPHBIX 00pPa30BaHHSX CBS3aHO C BO30YXKICHHBIMU DIIEKTPOH-
HBIMU COCTOSIHMSIMH aTOMOB, PacIlOJIOKEHHBIX Ha IOBEPXHOCTH HaHOKJIacTepa. Bo3OyxkIeHHbIE aTOMBI HMe-
0T MOBBIIIEHHYIO 3JIEKTPOHHYIO TNIOTHOCTB, TO €CTh AJIEKTPOHBI CIIOCOOHBI IIEPEXOUTH B COCTOSHUS C OoIee
BBICOKOH 3Hepruei, npudmmkaromeiics k sHeprun @epmu. B aToMm ciaydae BemomnHsercs kputepuit CToyHe-
pa, HeoOXOIMMBIIT 71 BOZHUKHOBEHHS! HaMarHWIeHHOCTH. KoH(purypamn 3JIeKTpoHOB CO CIIMHOM BBEPX U
BHM3 Pa3/IM4alOTCs, IOITOMY BO3HHUKAIOT HEKOMIIEHCUPOBAHHBIE MarHUTHbIE MOMeHTHI. I1okazaHo, uTo mpen-
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JIOKEHHBIE MOJCJIM HAHOKJIACTEPOB JKEJI€3a YAOBJIECTBOPUTEIIBHO COIVIACYIOTCA C M3BECTHBIMH DKCIIEPUMCEH-
TaJIbHBIMH TaHHBIMH.

Kniouesvie cnosa: HaHOKIAcTep >kejie3a, TETPAdAPHUYECKH IUIOTHO YHNAKOBAaHHbBIE CTPYKTYPBHI, MarHUTHBIC
CBOMCTBA.
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The investigation of a physical pendulum motion,
which move along a horizontal axis

The article presents a study of the physical pendulum, taking into account the force of friction in the kinemat-
ic pair, as a result of which oscillations are damped. Graphs of the dependence of the pendulum deflection
angle o and the angular velocity on time for different values of the velocity v have been given. It has been es-
tablished that the speed of the sleeve significantly reduces the amplitude and angular velocity of the pendu-
lum, and the frequency of its oscillations does not depend on the presence of dry friction in the system. The
dependences of the change in the amplitude of pendulum oscillations have been given and the results of nu-
merical integration of the differential equation of pendulum motion have been obtained. The graphical de-
pendences of the pendulum deflection angle and the movement of the sleeve X along the horizontal axis from
time to time have been obtained at different values of the coefficient of friction. It has been found that during
the first five seconds of the system movement, the axial speed of the sleeve is practically independent of the
coefficient of friction (at f'= 0.3... 0.5). To verify the obtained results, an experimental laboratory installation
has been designed and manufactured. Theoretical studies are satisfactorily consistent with experimental data,
with an error not exceeding 16%. The obtained dependencies can be used in the design and study of various
mechanisms, the motion of which is described by similar differential equations. Such mechanisms include in-
ertial conveyors, the gutter of which performs in addition to longitudinal and transverse oscillations. In addi-
tion, the proposed technique can be used in the study of the motion of bulk materials in an inclined cylinder,
which performs torsional oscillations around the axis of symmetry.

Keywords: physical pendulum, oscillations, speed, amplitude, sleeve, experimental laboratory installation.

Introduction

The study of a mathematical pendulum motion is a classic problem of nonlinear oscillations, the solu-
tion of which has an exact analytical solution, especially at small values of the amplitude of oscillations. In
contrast to the mathematical pendulum, when studying the operation of a physical pendulum, it is necessary
to take into account the force of friction in the kinematic pair, as a result of which the oscillations have been
damped.

However, in technology, there are oscillating processes in which dry friction does not reduce the ampli-
tude, but, conversely, sometimes leads to self-oscillations. The motion of a spring-loaded cargo on an infinite
moving belt [1, 2], or the motion of a Freud pendulum is an example of such oscillations, that rotates uni-
formly with some angular velocity [3].

The motion of a mechanical system consisting of a rectilinear rod with a ring passing through an in-
clined rectilinear guide and a rod oscillating in a vertical plane passing through a guide has been considered
in [4]. Therefore, there is a problem of studying the motion of the pendulum when the rod will oscillate in a
vertical plane that passes perpendicular to the guide. However, the ring will move along the guide.

This study aims to determine the motion law of a physical pendulum, the suspension point of which
moves along the axis relative to which the oscillation occurs.

The theory of linear oscillations in the presence of viscous friction forces has been the most thoroughly
developed [5, 6]. Therefore the study of oscillations with dry friction, and especially nonlinear, has been
connected with considerable mathematical difficulties, and in some cases, only numerical solutions of the
obtained differential equations of the motion or the approximate solution have been possible [7-9].

The averaging method is one of the effective approximate methods of system analysis with nonlinear
friction. It allows to study not only the stationary mode of system motion but also the process of establishing
the stationary mode [10-15].
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Experimental

The motion of a physical pendulum consists of a sleeve 1, which is installed with the ability to slide
along a fixed horizontal rod 2, as well as rotate around the axis of the rod. The rod 3 is fixed to the sleeve 1,
at the end of which the load 4 is placed (Fig. 1).

A .
oV
3 1 s s
4 ‘“
°
—]
A

Figure 1. Scheme motion of a physical pendulum

Since the sleeve can move along the horizontal axis, there are two options for this motion:

1. To set the variation speed law v’ of the sleeve relative to the rod v=v(t);

2. To set the variation law of the horizontal force F, which is attached to the sleeve F=F (t).

The first option applies to systems with kinematic transformation of dry friction, and the second — with
dynamic transformation.

In the presence of dry friction and the absence of axial movement of the sleeve, the equation of motion
will have the form:

[-&+mglsina+ Mpsgna =0, (D)
where, M1 — the moment of friction forces
Mr=m-g-r-f-cosa,

r — shaft radius; f — consolidated coefficient of frictionf = %- fo [16]; fo — the coefficient of sliding friction

between the sleeve and the shaft.
At small values of an angle a: sina = a;cosa =1, My =m-g-r-f.
When the pendulum is deflected at an angle ¢ the equation of motion (1) will be:
[- &+ mgla =mgrf. 2)
If the mass of the load is much greater than the mass of the rod and sleeve, it can be assumed that the
moment of inertia of the pendulum will be equal to: I = m - [?
%; % =b.
After replacing the equation (2) takes the form:
a+w? a=w?b. 3)
The coefficient b is the pendulum deflection under the action of the maximum moment of friction.
If the pendulum is deflected by a value less than or equal to b, the motion will not occur, because the
moment of gravity will be less than the moment of resistance.
The general solution (3) has the form [5]:

Enter the notation w? =

a = b+ ¢y coswt + ¢, sin wt. @)
Taking into account the sustainable integration (t = t, = 0; @ = agy; @ = dy = 0, has been get:

a=b+ (ag — b) coswt. %)
The law of motion will be fair till & < 0. Because & = —w - (ay — b) - sin wt, then the speed will be

negative by the time point t; = %

At this point, the pendulum will stop:
a; =b+ (ag—b)-cost = —(ay — 2b). (6)
Consider the first variant of motion, when the sleeve moves relative to the shaft at a constant speed v
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With simultaneous oscillation of the pendulum and the sleeve motion, the direction of friction between
the sleeve and the shaft will depend on the speed v~ of the sleeve motion and speed % of the sleeve rotation
motion, which occurs due to oscillations of the rod:

u=a-r, @)
. d . . .
where, a——d[; — angular velocity of the pendulum; o — the pendulum deflection angle from the vertical.
The normal reaction N of the sleeve surface will be equal:

N=m-g-cosa+m-ada?-Ll. (8)
cosy = - = ar )]
Vu2z+v2 J(a-'r)2+v2
The differential equation of rotational motion of the pendulum relative to the axis should be written:
I-d:m-g-l-sina—f-(m-g-l-cosa+md2r)-r-L (10)
/v2+(r-d)2
Consider small oscillations sina = a;cosa = 1;7r - a? < g
Taking into account the assumptions, equation (10) will have the form:
g=9%q—fgr. & (11)
Tl T
v2+(ra)?
g _ 2. r_
A replacement should be done: 7= 05 fg Z= A.
Then,
@ =—-w?a—21 = (12)
v24(ra)?

The equation (12) is not reduced to quadratures and its solution can be obtained by numerical or ap-
proximate method.

Figures 2, 3 are graphs of the dependence of the pendulum deflection angle o and the angular velocity a
of time to different values of the velocity v, at r=0,01 m, f=0,4, 1=0,5 m, ap=15°, (=0 rad/s .

Y
18
16 3

T8

10
12
14
16
18

Figure 2. Graph of the pendulum deflection angle a of time for different values of velocity u
1-at u=0.001m/s; 2- at u=0.006m/s; 3- at u=0.008m/s

Figure 3. Graph of the dependence of the angular velocity a of time for different values of the velocity u
1- at u=0.001m/s; 2- at u=0.006m/s; 3- at u=0.008m/s
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The graphs show that the speed of the sleeve significantly affects the reduction of the amplitude and an-
gular velocity of the pendulum, but the frequency of its oscillations does not depend on the presence of dry
friction in the system.

Dimensionless quantities should be used to obtain an approximate solution of the equation of pendulum

motion:
wra fgr

e F— — da  ; ds‘
T=w't;&= v,lsz—y, dtf ;dT = w - dt.

af _ d  (ora) _ d  (wra) _ ar g _d(ary _ L (ar\_ T
Then’E_dr (v)_wdt (v)_ &= d‘r dr(v)_a)dt(v)_wva
Then the equation (12) takes the form

S (13)

é’+f+uJ:éz

The u value has been suggested small and the averaging method has been used [4].
The variables &; = &; & = & has been involved and rewritten (13) in the normal form of Cauchy

: 31
$1=828 =4 —H (14)
[1+¢,2
Replace variables
& =asing; & = acos@.
Turn to the equations in the standard form of the averaging method
. . cos? @ 1
a="H a\/1+a2 cos? ¢ (15)
. sin¢@-cos ¢
R (16)
Average the right parts (15) and (16) on the fast variable ¢
1 r2n sin¢g cos @ —
2m fo J1+a? cos2 ) dp =1, (17)
1 r2m__acos’e _
s fo J1+a?cos? ¢ dp =1, (18)
In equation (17) a replacement should be made
z=1+acos?g. (19)
dz = —a2cos @ sin @ do. (20)
Then
1 2m dz 1 c2m 1 1 1
Il—gfo _Za\/E__EIO Z 2dZ——E'ZZZ. (21)
Returning to (17) it should be:
1 1
L =——\1+ acos? ¢ |2(;T = —%(\/1 +acos?2m —+/1 + acos? (p) =0.
So,
=1, (22)
In equation (15) a replacement should be made
k=— (23)
, Vita?
where a? = —
Then:
> 2 1—-k2+k? cos? ¢ 1-k2(1-cos?2¢@) 1 \/ﬁ
1+ a?cos J s = ) =5 1—k*sin® . (24)
1 5 kcos®pdep _ 2k cos? pdo _ 2k 1
4 f 1—k2 sin2 (p 02 1-k2 sin2 (,0 F(k) E(k)’ (25)

where F (k) — the cornplete elliptic mtegral has been made Wlth the module k; E (k) — complete elliptic inte-

gral of the second kind [17].
da 2
) — = ——k-B(k), (26)
where B(k) = el (F(k) — E(k))
The system of equations (22), (26) can be integrated in quadratures.
Perform differentiation by t and get:
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== dk

=(1-k*)" (27)
Then the equation (26) takes the form
dk _ 2 41— k2)z- B(R). (28)
Integrate (22) and (28) under 1n1t1al condltlons @(t9) = @o; k(tg) = ko;
A @)
= o —-dr. (30)

Ko 1.(1-k2)2-B (k)
The left part (30) is easily tabulated, because it depends only on the dimensionless value k. Table 1 il-

lustrates the value of G(k) [4].
k dk

= G() = G (ko). 31)
k-(1-k2)2-B(k)

Table 1

The values free oscillations of the pendulum in the presence of dry friction and axial motion of the sleeve of G(k)

k G(K) K G(K) k G(K)

0.01 43939 0.3 -0.8268 0.9 2.2917
0.02 3.9758 04 -0.3884 0.92 2.6095
0.03 -3.6380 0.5 0 0.94 3.0267
0.05 3.1181 0.6 0.3828 0.96 3.6102
0.1 2.2915 0.7 0.8054 0.98 4.5019
0.2 -1.3903 0.8 1.3510 0.99 5.1568

In Figure 4, the dependences of the change in the amplitude of pendulum oscillations obtained as a re-
sult of numerical integration of the differential equation of pendulum motion and the approximate solution
are given.

Average value Aa

0 0.001 0.002 0.003 0,004 0,005 B
u, ns

Figure 4. Graph of the dependence of pendulum oscillations amplitude decrease on the speed of the sleeve u

The graphs show that the approximate solution can be used in the study of such mechanical systems,
especially when the values of the speed of the sleeve u>0.005 m/s, when the error of the results does not ex-
ceed 12%.

Consider the second variant of system motion, namely assume that the sleeve moves along the guide
under the action of the horizontal force F.

In this case, the differential equations take the form:

oo x
([ mE=F g

{ I& = —mglsina — mger
\ 42+ (ray2

(32)
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Taking into account the accepted assumptions, the system (32) will be:

. _ x
( X=FK fg\/m
b= —lq_t9r & (33)

k r /x2+(roz)2

As a result of the numerical solution of the system (33), obtain the dependences of the pendulum deflec-
tion angle a and the movement of the sleeve x along the horizontal axis of time, at different values of the
coefficient of friction (Fig. 5- 6)

F
where F; = —

20
18
16

a’ axE Tt
1- at £=0.3; 2- at {=0.4; 3- at {=0.5
Figure 5. Graph of the pendulum deflection angle a° of time t, at different
values of the coefficient of friction f (r=0.01 m; 1=0.5 m; F;=2; 0=0"; d@=1 rad/s)
X

0,200
0,180

0,160

0,140 S —
N L
0120 \_ i .
0,100 o - = —

- = T 3/

0,060 e
0,040 —

0,020

1- at £=0.3; 2- at £=0.4; 3- at =0.5
Figure 6. Graph of the dependence of the sleeve motion x along the horizontal axis of time, at different values of the
coefficient of friction (r=0.01 m; £=0.4; 1=0,5 m; ag=15"; (=1 rad/s)

The graphs demonstrate that during the first five seconds of the system motion, the axial speed of the
sleeve is practically independent of the coefficient of friction (at f=0,3...0,5). Further, the speed will de-
crease, and for different values of the coefficient of friction, this change will be different. This is due to the
fact that the amplitude of oscillations and the angular velocity of the pendulum will decrease, and, conse-
quently, the axial component of the friction force between the sleeve and the rod will increase.

Since the oscillation frequency of the physical pendulum does not depend on the force of friction, to ob-
tain an approximate solution of the equation of the sleeve motion, assume that at the initial moment of time
the motion of the pendulum occurs by law:

a = @y coswt (34)

Consider that the pendulum moves from the equilibrium position due to the initial velocity cq.
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Then the first equation of system (33) takes the form:

.o _ x
Y= e at? (35)
Proceed to dimensionless quantities:
_ _ _ xw _érag ._d_x'_d_f
r—wt,dr—wdt,f—mo,x— - ,x—dt,f—dr
Then,
o= A (frag) _ dfdrany Nl
x_dt( w )_dr[( w ) w]_";aor’
X = %(anr) =¢qprw
Then equation (35) takes the form:
. £
Saor =F, — fg-—— (36)
&2+sin?2t
or
. £
S=ply —7— (37)
/Ez+sin21
- _F ., __Jg
where, y = g M= Fore
In our case at f = 0,4, r = 0,01, dp=1rad/ls, ay = 1,2,w = 4,92 ¢”".
0410
K= 126001492 100> 1.
Find the approximate periodic solution of equation (37). To do this, write it as follows:
148 _f (38)

u =Y -
dr &24cos?T

The resulting equation is an equation with a small parameter for the derivative. According to
Tikhonov's theorem [18], limiting the degenerate approximation and assuming the left-hand side of (38) is
zero, obtain:

§ = = lcos1] (39)

The obtained dependence determines with accuracy the order of u~! the main in this problem slow
component of the speed of the sleeve motion. Average each part over the period of the pendulum oscillation.
Denote the average speed of the sleeve 9.

. 1 (%7,
2n 0
1 2m vy 4y > _ _ 2y
— I T2 608 tdr = — — Jgcostdr = py e (40)
So,
2
v="="- \/11:7 (41)

From equation (40) it is seen that the stationary mode is possible only under the condition y <1, and at
v>1 the stationary mode will be absent and the sleeve will move with some non-zero acceleration.

Then the average dimensional speed of the sleeve will be equal:

v="9"7"dg (42)

Figure 7 shows graphs of the dependence of the average dimensionless speed of the sleeve along the rod
on the coefficient of friction f, and the value of the relative force F;.

The experimental laboratory setup has been designed and manufactured to verify the results. Its scheme
is shown in Figure 8a, and the general view in Figure 8b.

The horizontal rod 1 is rigidly attached to a fixed base 2. On the rod is a sleeve 3, which is installed
with the ability to move along the rod and rotate around its axis. The rod 4 is rigidly attached to the sleeve 3,
at the lower end of which is the load 5. At the second end of the rod 1 is a block 6, through which is passed a
weightless thread, one end of which is attached to the sleeve 3, and the other to the load 8, the weight of
which can be changed. During the experiment, the load 5 is given an initial speed V,, while releasing the
sleeve 3, which, under the action of gravity of the load 8 begins to slide along the rod.
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0,5 1 1,5 2 2,5 3 35 4
——£=0,2 —m—=0,25 ——f=0,3 ——=0,35 ——f=0,4
—o—f=0,45 £=0,5 £=0,55 =0,6

Figure 7. Graphs of the dependence of the average dimensionless speed of the sleeve
along the rod on the coefficient of friction f, and the value of the relative force F;

By measuring the time during which the sleeve will go a certain path, we determined the average speed
of the sleeve. Table 2 represents the results of the experiment.

2 7 6

a)

b)

Figure 8. General view: a — constructive scheme; b — the experimental setup

Table 2
The results of the experiment are the average speed of the sleeve

F,, m/s’ Vi, m/s Vg, m/s 3, %
1 0.0066 0.0057 15.7

1.5 0.0073 0.0065 12.3

2 0.0078 0.007 114
2.5 0.0085 0.0079 8.2

3 0.0092 0.0087 5.7

Conclusions

These graphs show that at the value of F1=4, the maximum value of the dimensionless speed will be at
f=0.45. At higher values of the coefficient of friction, the dependence of velocity on relative force is less
pronounced. Given a constant value of the amplitude of pendulum oscillations, the average speed of the
sleeve will be a constant value. As the oscillations of the pendulum fade, the speed of the sleeve will de-
crease. However, at the beginning of the motion, the error does not exceed 12% at f <0.3 and 18% at f
<0.45.As can be seen from Table 2, the results of theoretical studies agree satisfactorily with the experi-
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mental data, with an error not exceeding 16%. Similarly, it is possible to determine the speed of the sleeve
under the action of gravity, when the rod is inclined at an angle to the horizon that does not exceed the value
of the angle of friction. The obtained dependences can be used in the design and study of various mecha-
nisms, the motion of which is described by similar differential equations. The proposed technique can be
used in the study of the motion of bulk materials in an inclined cylinder, which performs torsional oscilla-
tions around the axis of symmetry.
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O. JIssmyk, JI. Cepunko, U. I'eBko, JI. Cepuiniko, U. JIynus,
1O. BoBk, M. JleBkoBbiy, O. [{oHb

KoeaneneH och 00iibIMEH KO3FAJATHIH MAATHUKTIH
(pu3uKaNbIK KO3FAJIBICHIH 3epTTEy

Makanaja HoTHKeciHAe TepOemicTep/iiH COHyiHe SKeNeTiH KHHEMAaTHKAJIbIK JKYIITAaFbl YHKEeNiC KYLIiH ecKepe
OTBHIPBIT, (U3UKATBIK MAsTHHK JKYMBICHIHBIH 3epTTeyl OepiireH. MasSTHUKTIH aybITKy OYpBIOIBI MEH
OYPBIMITHIK KBUIIAMIBIKTBIH YaKbITKA TOYEIIUTITiHIH rpaduKTepi V )KbULIaMIBIKTEIH OPTYPIIl MOHIEp] YIIiH
KeNTipireH. MasTHHK TepOelicTepiHiH aMIUTUTYIachl MEH OYPBINITHIK >KbUIIAMIBIFBIHBIH TOMEHICYIHE
TOIIKEHIH KBULAaMIBIFBl alTapIIBIKTal ocep €TEeTiHI aHBIKTAJbI, ajl OHBIH TepOeIic XKHLIIri XKyiene Kyprak
y#ikenicTiH GosybiHa OaiiaHbICTBI eMec. MasTHUKTIH TepOenic aMIUTUTYIAaChIHBIH ©3repyiHe KoHEe MasTHHUK
KO3FaJIbICBIHBIH U] depeHIanIplK TeHACYiHIH CaHIBIK HHTETPAlMSICHIHBIH HATHXKEIEpiHe TOyelaiTiKTep
KenTipiaren. Yikenic ko3(dUIMEHTIHIH opTypJli MOHAEpi YUIIH MasTHHUKTIH aybITKY OYPBIIIBIHBIH JKOHE
TOJIKeHIH X KeJIICHEH OCh OOMBIMEH yaKbITKa OailIaHBICTBI OPBIH ayBICTBIPYBIHBIH IPpaMKaNbIK TOYEIIUIITi
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anplHFaH. MasaTHUK TepOesicTepiHiH aMIUIMTYAAChIHBIH ©3TepyiHiH TOYCNIUIKTepi JKOHE MasTHUK
KO3FaJIbICBIHBIH AU((epeHIHaNIbIK TeHACYIHIH CaHIbIK HHTEerpaliiay HOTHKeNIepi KeaTipiireH. MasTHUKTIH
ayBITKY OYpBILIBIHBIH TpadUKabIK TOYEIIUTIri KoHe yiikenic Kod(hGHUIUEHTIHIH opTypsi MOHIEpi YIIiH
MasTHHKTIH ayBITKY OYPBIIIBIHEIH XKSHE TOJIKEHIH X KOJIJeHEH 0Ch OOMBIMEH yaKbITKa OPBIH aybICTHIPYBIHBIH
KO3FaIbICHl anblHABL JKyle KO3FalbICHIHBIH QJIFAIIKBl 0eC CEeKyHABIHAA TOJIKEHIH OCHTIK >KBIIJaMIBIFBI
yiikenic koadduuueHTtiHe Toyenai emec ekeHuiri ansiktanasl (F=0,3.0,5 xesinnme). HoTmxkenepai Tekcepy
YIIIH SKCHEPUMEHTTIK 3epTXaHAJBIK KOHIBIPFEI >KOOAJaHBIN, AaibIHAANAbl. TeopHsuIBIK 3epTTeyliep
SKCTIEpUMEHTTIK AepPeKTePMEH KemicinreH, Oy perre Karemik 16%-aaH acnaiiapl. AJBIHFaH TOYESIAITIKTEPi
KO3FaJIbICHl YKcac Au¢epeHInaNabIK TeHACYICPMEH CHIIATTANATBIH SPTYPil MEXaHU3MAEPi jko0anay MeH
3epTTeyAe KoijaHyFa Oomansl. MyHIail MexaHM3MIepre OOMIBIK XoHE KeJIeHEeH TepoOemicTepaeH Oacka,
Haya yKacalThIH WHEePLIMIIBIK KOHBelepiep xataapl. COHBIMEH KaTap, YCHIHBUIFAH SAICTI CHMMETpPHUS OCiHIH
aifHayaceiHAa aifHanMainbl TepOermicTep JKacaWTHIH Kejbey IMUIMHAPAETi CYCBIMAaNbl MaTepHAIap.IbIH
KO3FaJIBICHIH 3epTTeyie KOJIaHyFa OoJa sl.

Kinm co30ep: (u3MKaNbIK MasSTHHK, TepOeNlicTep, XbUIIAMIBIK, aMIUTUTY/a, TOJIKE, SKCHEPHUMEHTTIK
3epTXaHAIBIK KOHIBIPFBL.

O. JIsmyk, JI. Cepunko, U. I'eBko, 1. Cepuiiko, U. JIynus,
1O. Bogk, M. JleBkoBbry, O. [{oub

HccaenoBanne Gu3nueckoro 1BMKeHNsI MAITHUKA,
JABMKYIIErocsi BA0Jb FTOPU30HTAIBLHON OCH

B craThe mpuBeeHBI UCCIETOBaHUS paOOTHl (PH3MUSCKOTO MAasITHHKA C YUETOM CHJIBI TPCHHUS B KHHEMaTHYC-
CKOM Tape, B pe3yibTare KOTOPOW MPOMCXOAUT 3aTyXaHue KoicOaHuil. [IpuBeneHbI rpadUKi 3aBUCUMOCTH
yria OTKJIOHEHHS MasTHHKA M YIJIOBON CKOPOCTH OT BPEMEHHM JUIS Pa3IMYHbIX 3HAYCHHIA CKOpPOCTH V. YcTa-
HOBJICHO, YTO CKOPOCTh JIBIDKCHHUS BTYJIKH OKa3bIBACT CYIECTBEHHOC BIMSHUC HA YMEHBIICHUE aMILIUTY/IbI
U YIJIOBO# CKOPOCTH KOJieOaHuil MasiTHHKA, IPU 3TOM YacTOTa €ro KoiebaHuil He 3aBUCHUT OT HAIUYHUSI CYyXO0-
ro TpeHus B cucteme. [IpuBeeHbl 3aBUCHMOCTH M3MEHEHHST aMILTUTYIbI KOJIeOaHU# MasTHUKA U Pe3yJIbTaThl
YHCIICHHOTO MHTErpUpoBanus Au(GepeHIMaTbHOr0 ypaBHEeH s ABMKEHNS MasTHUKA. [lomydensl rpadude-
CKHE 3aBUCHMOCTH YTJla OTKJIOHEHHS MasTHHKA M MMEPeMEICHHE BTYJKH X BJOJIb TOPH30HTAIBHOW OCH OT
BPEMCHH, TIPU Pa3HBIX 3HAYCHUAX KO3 HUIIMCHTA TPCHUS. Y CTAHOBIICHO, UTO B TICPBBIC MATh CEKYH/I JIBIIKE-
HUSI CHUCTEMBI OCEBas CKOPOCTh BTYJKH MPAaKTHUYCCKH HE 3aBHCUT OT Koddduiuenta tpeHus (mpu
=0,3...0,5). [l npoBepku pe3ysbTaToB ObLIa CIPOSKTHPOBAaHA M M3rOTOBJICHA SKCICPUMEHTAIbHAS J1abo-
patopHasi ycTaHOBKa. TEOpeTHUECKHE MUCCICTOBAHUS COTIACYIOTCS ¢ SKCIEPUMEHTAIBHBIMU JTAHHBIMH, TPH
9TOM MOTPENTHOCTE He TpeBbIaeT 16 %. [lomydeHHbIe 3aBUCIMOCTH MOTYT OBITh UCIIOJIB30BAaHBI IPU MPOEK-
TUPOBAaHWHM W HWCCIIE[OBAHUH PA3UYHBIX MEXAHU3MOB, [BIDKCHHE KOTOPBIX OIMKMCBHIBAETCS AHATOTHYHBIMU
mudhepeHIMATBHBIMU ypaBHEHHSIME. K TakuM MeXaHW3MaM OTHOCSTCS MHEPIIMOHHBIE KOHBEWEpHI, HKenoo
KOTOPBIX COBEPINAET, IOMHUMO MPOJONBHBIX, U HOMepedHbie Koiebanus. Kpome TOro mpemioxKeHHy0 MeTo-
JIUKY MOYKHO HCIIOJIb30BaTh TMPHU HCCIICAOBAHUN JBUKCHUS CHIMYYHX MATCPHATIOB B HAKIOHHOM LMJIMHIPE,
COBEPIIANOIIEM KPYTUIbHBIC KOJICOaHUS BOKPYT OCH CUMMETPHH.

Kuiouesvle crosa: HU3NUECKUil MasTHUK, KOJICOAaHHS, CKOPOCTh, aMILUTHTY/A, BTYJIKA, SKCIIEPHMEHTAIIbHAS
n1abopaTopHasl yCTaHOBKa.
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The impact of SnO, photoelectrode’s thickness on photovoltaic properties
of the solar cell FTO:SnO,:PTB7-TH:ITIC/Mo/Ag

The paper reports the results of a study of the morphological, optical and electrophysical parameters of SnO,
films. SnO, films are applied by spin-coating at different revolutions of the centrifuge. The topography of the
surface and the thickness of the SnO, films are studied using an atomic force microscope. The current-voltage
characteristics of solar cells are measured. The optical properties with different thicknesses of SnO, films are
also investigated. It is shown that an increase in the rotation speed of the substrate leads to a decrease in the
surface roughness of the SnO, films. It is found that changes in the morphology of SnO, films contribute to
the rapid transport of injected holes to the external electrode and reduce the probability of reverse recombina-
tion. Cells with an electron transport layer of SnO, at 2000 revolutions showed a low efficiency of 0.17%.
With a decrease in the thickness of the SnO, films to a value of 62 nm, there is an increase in the value of the
short-circuit current by 2.3 times and a change in the no-load voltage by 1.12 times.

Keywords: Tin(II) oxide (SnO,) surface morphology, optical and impedance spectroscopy.

Introduction

Tin oxides deserve special attention from materials scientists due to their numerous applications. Re-
cently, tin oxide films have attracted the great attention of scientists and technologists in connection with
their possible applications in solid-state gas sensors, electrodes for electroluminescent displays, protective
coatings, solar cells, and the transparent field-effect transistors [1]. Currently studying two main tin oxides
are SnO and SnO..

Due to it is efficiency, ease of processing rapid growth of the energy conversion coefficient and flexibil-
ity increasing attention has been paid to the development of ESE. After the introduction of highly effective
polymer donors with a low bandgap and non-fullerene acceptors research has experienced a renaissance.
Now a day, the energy conversion efficiency of polymer solar cells attains 17-18% [2]. It was also estab-
lished that processing methods and buffer layers also play a crucial role in obtaining better performance pa-
rameters except for innovation in the molecular aspects of OSE.

Various n-type metal oxides with a wide bandgap and some polyelectrolytes with a large dipole mo-
ment have been successfully used as interfacial electron transport layers in inverted devices [3, 4]. In addi-
tion, various forms of nanostructuring of films, surface treatment, and technological additives have been
studied to increase the efficiency of charge collection, transportation, and selectivity.

SnO; is one of the most promising materials for electron transfer in the ESE due to its good environ-
mental resistance as well as high electron mobility and high transparency in the visible and near-infrared
regions. SnO, films are produced in various ways, including the sol-gel method. The sol-gel method
is a technologically simple process that allows for getting better coatings. It should be noted that the im-
portant crystalline properties of thin films depend very much on the growth conditions, growing technique,
and substrate [5].

This paper presents the results of the influence of the thickness of SnO, films on their structural, optical,
and photoelectric properties.

Experimental

The preparation of tin oxide films on the FTO surface was carried out as follows: solution was prepared
by dissolving 183 mg of SnCl, (Brun New Material Technology Ltd, Purity: 99.99%) in 1 ml of 2-propanol
(pure 99,9% Sigma Aldrich). The final solution was stirred at T = 80 °C temperature for 3 hours and then
kept at room temperature for 24 hours. SnO, films were obtained by centrifugation (SPIN150i, Semiconduc-
tor Production System). The rotation rate of the substrate varied from 2000 rpm to 6000 rpm to change the
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thickness of the film. Further, the film was annealed for 1 hour at a temperature of 500°C to ensure complete
films crystallization after its application. The topography of the film surface was studied using a JSPM-5400
atomic force microscope (AFM) (JEOL, Japan). A special modular program for analyzing scanning probe
microscopy data (Win SPMII Data Processing Software) was used to process the images obtained with
AFM. From AFM images, the morphology of the surface and the roughness of the SnO2 films were ana-
lyzed. The images of the surface of the film were obtained in the semicontact scanning mode. The absorption
spectra of the samples under study were recorded on an AvaSpec-ULS2048CL-EVO spectrometer (Avantes).
The impedance spectra were measured using a potentiostat-galvanostat P45X in the impedance mode [6].
The VAC of photosensitive cells was determined by the device Sol3A Class AAA Solar Simulators (New-
port) with PVIV-1A 1I-V Test Station [7, 8].

Results and Discussion

Figure 1 shows images of the surface morphology of SnO, films obtained by using AFM.
It can be seen that the solution at different revolutions of the centrifuge affects the surface morphology.

d) ®)
a) 2000 rpm; b) 3000 rpm; ¢) 4000 rpm; d) 5000 rpm; e) 6000 rpm.

Figure 1. Images of surface morphology of SnO, films obtained at different speeds of rotation

The roughness of film is an important factor in the characteristics of the surface film. Reducing the sur-
face roughness of the SnO, improves the quality of the SnO/photoactive layer interface, which contributes
to the effective injection of photoinduced electrons from the acceptor and reduces the probability of recom-
bination of charge carriers at the interface. In the process of obtaining the film, increasing the rotation speed
of the substrate leads to the smoothing of the SnO, surface; the roughness of the film begins to decrease. Re-
spectively, the morphology of the SnO, films obtained at the rotation speed of the centrifuge 20004000 rpm
has a surface roughness of 4.8-2.7 nm. With an increase in the rotation speed of the centrifuge to 5000-6000
rpm, the surface roughness decreases to 1.6 nm.

Figure 2 illustrates AFM images of the ETL thickness of the SnO, layer. Table 1 represents the ob-
tained parameters of the surface morphology and thickness of SnO, films. The thickness of the SnO, film
was studied by the depth of the scratch on the surface of SnO,.

To do this, a scratch was formed with thin tweezers to the entire depth of the sample, the most suitable
area was located on the optical microscope, and then this area was scanned using an atomic force micro-
scope.
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Figure 2. Images of the thickness of SnO, films obtained at different rotational speeds

Table 1
Parameters of surface morphology and thickness of SnO, films

Sample R, nm Thickness, nm
SnO, — 2000 rpm 4,8 102

SnO, — 3000 rpm 3,9 88

SnO, — 4000 rpm 2,7 76

SnO, — 5000 rpm 2,1 62

SnO, — 6000 rpm 1,6 58

Figure 3 demonstrates the absorption spectra ETL at different thicknesses of the SnO, layer. The ab-
sorption spectrum is typical of the absorption spectrum of wide-band semiconductors. The measured absorp-
tion spectra of semiconductor films show that the edge of the absorption band of SnO, films is located at
about 350 nm. At measuring the absorption spectra, it can be seen that the optical density of the films in-
creases with increasing thickness. At the same time, the position of the maximum of the absorption spectrum
does not change.

1,2 4 — 102 NM

Absorbance

T T
350 400 450
A, NM

Figure 3. Absorption spectra of SnO, films with different thickness

MoO:

Sn0:
Glass
IC60MA P3HT
a) b)

Figure 4. Chemical structures of BHJ compounds (a) and the architecture of the inverted PSC (b)
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Further, based on the obtained SnO, films, solar cells were constructed and the effect of thickness on
the photovoltaic parameters of the cells was studied (Figure 4).

Figure 5 shows the current-voltage characteristics of organic solar cells based on a photoactive PTB7-
Th: ITIC layer with different thicknesses of SnO, films.

— G2 NM

J,mA/cm?

T
0,0 0,1 0,2 0,3 0,4 0,5 0,6
uv

Figure 5. Current-voltage characteristic of a polymer solar cell depending on the thickness of SnO, films

Table 2
Photovoltaic characteristics of organic solar cells
SnO film Jsc Uoe Jimax U max FF n
thickness, nm mA/cm? \Y mA/cm? \Y % %
58 34 0.28 2.0 0.18 0.38 0.29
62 4.0 0.25 2.4 0.16 0.38 0.38
76 3.0 0.27 1.8 0.17 0.37 0.26
88 2.5 0.24 1.7 0.15 0.43 0.23
102 1.7 0.25 1.1 0.16 0.41 0.17

When the thickness of the SnO, films was reduced to 62 nm, an increase in short-circuit current density
by 2.3 times and a change in the no-load voltage by 1.12 times were observed (Table 2). Moreover, it can be
seen that with a further decrease in the thickness of SnO,, a decrease in the value of the short-circuit current
was observed. The decrease in the current value was because the film becomes so thin that gaps appear in it,
through which current leakage occurs.

With a film thickness of 62 nm, the efficiency of the cell was 0.38%. When the film thickness was re-
duced to 58 nm, the efficiency of the cell decreased to 0.17%.

By impedance spectroscopy, the mechanisms of transport and recombination of charge carriers in thin
films of a mixture of PTB7-TH:ITIC polymers with different thicknesses SnO, were studied. Figure 6 shows
the impedance spectra in Nyquist coordinates based on thin films. Table 3 presents the main electric
transport properties. An equivalent electrical circuit was used to interpret the impedance spectra. The fitting
of the impedance spectra was calculated using the software package EIS-analyzer. Using the method of im-
pedance spectroscopy the analysis of the electric transport characteristics of solar cells was carried out. The
analysis of the hodographs indicated that a change in the thickness of the SnO, films leads to a change in the
electric transport characteristics of the polymer solar cell.

To interpret the impedance spectra, an equivalent electrical circuit of a photovoltaic cell was used,
where R1 (R,,) is the equivalent resistance of a multilayer film, R2 (R...) is the resistance characterizing the
recombination of localized electrons with holes (Figure 6).
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Figure 6. Impedance spectra of PSCs with different SnO, films thickness.

As the spin-coater rotation speed increases, the thickness of the SnO, films decreases; this should con-
tribute to a decrease in the resistance (Rw) of the film. It can be seen from Table 3 that with a decrease in the
thickness of the films, the resistance R, also decreases, which in general should improve the injection of
electrons into the FTO. However, a decrease in the thickness of the photoactive layer also leads to a decrease
in the resistance of R,., which ensures increased recombination of electrons at the interface. On the one
hand, the decrease in Ry, contributes to the rapid transport of electrons, but on the other hand, there is a com-
peting recombination process through the resistances of R,.., which also decreases, which increases the re-
combination rate.

We assume that there is an optimal thickness of SnO, films, at which there is a balance between injec-
tion efficiency and recombination of charge carriers. In this case, the electrons in the photoactive layer have
the maximum lifetime of charge carriers and a low probability of recombination. From the analysis of the
impedance spectra, it follows that the thickness of 58 nm is optimal, at which the lifetime of the charge carri-
ers was Ter = 0.9 ms (Table 3).

Table 3
The value of the electrophysical parameters of SnO, films
: : Rwa RreCs Teffs keff:
Film thickness, rpm (Ohm) (Ohm) Riec /Ry (ms) (s'l)
58 174 215 1.2 0.9 10704
62 214 314 1.4 0.8 12221
76 245 458 1.8 0.5 18190
88 262 437 1.6 0.4 20768
102 320 738 2.3 0.4 23711
Conclusions

As a result of the research, a method for the synthesis of SnO2 films was developed. The results
demonstrated that with an increase in the rotation speed of the substrate, a decrease in the surface roughness
of SnO2 films was observed. It was found that the edge of the absorption band of SnO, films is located at
about 350 nm. When the thickness of the SnO, films was reduced to 62 nm, there was also an increase in the
value of the short-circuit current by 2.3 times and a change in the no-load voltage by 1.12 times. With a fur-
ther decrease in the thickness of SnO,, a decrease in the value of the short-circuit current was observed. With
a film thickness of 62 nm, the efficiency of the cell was 0.38%. When the film thickness was reduced to 58
nm, the efficiency of the cell decreased to 0.17%. The decrease in the current value for SnO, films was be-
cause the film becomes so thin that gaps appear in it, through which current leakage occurs.
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A K. Aimyxanos, T.E. CeiicembexoBa, A.K. 3eitnunenos, J[.C. Kambap

SnO ¢oTodraekTpoabl KaablHABIFBIHBIH FTO:SNO:PTB7-TH:ITIC/Mo/Ag
KYH YSIIBIFBIHBIH (DOTOJJIEKTPJIIK MapaMeTpJiepine dcepi

Makanana SnO, mIeHKaIapbIHEIH MOP(OIOTHSIIBIK, ONTHKAJIBIK KSHE IEKTPO(U3HKAIBIK TapaMeTplepiHin
3epTTey HOTIKenepi OepinreH. SnO, MICHKAIAPBIH IEHTPU(PYTaHBIH Op TYpJi aifHATY >KbLIIAMJIBIFBIHIA
aifHayIBIpy SPiN-coating oici apKpUIBI JKacalibl. DKCIEPUMEHTTIK 3€PTTEYJIEP ONTHKAIBIK CIIEKTPOCKOIIH,
BOJIbTAMIICPOMETPHSI JKOHE MMIICAAHCTBI OIIICY OMICTePIMEH KYPTi3iami. ATOMABIK KYII MHKPOCKOIBIHBIH
kemeriMeH SnO, OeTiHiH TomorpadpHusIChl MEH MJICHKATAPBIHBIH KAJTBIHIBIFBI 3¢pTTei. KalbIHABIFBI op TYpI
SnO, TmIeHKANAPBIHBIH ONTHKANBIK KACHETTEpl AaHBIKTAIABL. AWHATYy >KbUIIAMIBIFBIHBIH apTysl SnO,
TUICHKAJIAPBIHBIH O€TiHIH KeIip-OyABIpHIHBIH TOMEHJACYiHe OKeNeTiHi KepceTimai. SnO, IUIeHKaJaphIHBIH
MOP(OJIOTHSICBIHBIH ©3Tepyl MHKEKIHSIIBIK TECIKTePIiH CHIPTKBI JIEKTPOIKA Te3 TACHIMAIIAHYBIHA KOHE
Kepi peKOMOWHANNS BIKTUMAJIIBIFBIH a3aiTyFa BIKIAN €TETiHI aHBIKTAIABI. DJIEKTPOH/IBI TachIMaiay KabaThl
6ap SnO, ysameirser 2000 aiinaneivma 0,17% TemeH THIMIUTIKTI KepceTTi. SnO, IUICHKAIAPHIHBIH
KaJIBIHBIFBIHBIH 62 HM MOHIHE JCHIH TOMEHICYIMEH KbICKA TYHBIKTAy TOTHIHBIH MOHI 2,3 ece jxoHe 00c
Xypic kepHeyi 1,12 ece apransl.

Kinm ces30ep: xanaiibl (II) ToTbIFBIHBIH (SnO;) GeTTiK MOPQOIOTHACH, ONTHKAIBIK JKOHE HMIIEIaHC
CIIEKTPOCKOMHUSICHI.

A K. Aitmyxanos, T.E. CeiicembexoBa, A.K. 3eitnunenos, JI.C. Kambap

Bausinue Toammuusbl Gpotodnnekrpoaa SNO Ha (GoTodTeKTPUYECKHE TAPAMETPBI
cosineunoi siueiitku FTO:SnO:PTB7-TH:ITIC/Mo/Ag

B craThe IpeACTaBICHBI Pe3yIbTaThl HCCICA0BAHUS MOP(OIOTHIECKUX, ONTHICCKUX U 3IEKTPOPUIMIECCKUX
napameTpoB mieHoK SnO,. ITnenkn SnO, HAHOCHINCH METOIOM SPiN-Coating mpu pa3nuYHBIX 060pOTaX Bpa-
MIeHNsT NEeHTpU(PYTH. DKCIEepUMEHTATbHBIE HCCIECIOBAHHS MPOBOJIUIMCH METOJAMH ONTHYECKOH CIIEKTPO-
CKOIHH, BOJILTAMIIEPOMETPUH U N3MepeHHs nmrenanca. C IoMOIbp0 aTOMHO-CHIIOBOTO MHUKPOCKOTIA HCCITe-
JIOBJIKCH Tomorpadusi HOBEPXHOCTH U TONMIKHA ieHoK SnO,. MccaenoBansl ONTHYECKHE CBOICTBA IICHOK
SnO, ¢ paznuuHOi TONmMHOW. IloKa3aHO UYTO yBeNMYEHHE CKOPOCTH BpAILEHMS IMOJJIOKKH MPHUBOIUT K
YMEHBLICHHIO IIEPOXOBATOCTH MOBEPXHOCTH INIEHOK SnO,. Y CTaHOBIEHO, YTO U3MEHEeHHe MOP(HOJIOTHH Tiie-
HOK SnO, crocoOCTBYeT OBICTPOMY TPAHCIOPTY WHXEKTHPOBAHHBIX ABIPOK K BHEIIHEMY 3JEKTPOIY H
YMEHBIIEHHIO BEPOSITHOCTH 00paTHOIl pekoMOMHANMu. S4eKu ¢ 3IeKTPOH-TPaHCHOPTHBIM cinoeM SnO, B
2000 oboporax mokazanmu HH3KYIO0 ddextuBHOCTE (0,17 %). C yMeHbIIeHHEM TOMIMHBI IeHOK SnO, 1o
3Ha4YeHHs 62 HM HaOJI0aeTCsi BO3pACTaHHE 3HAYCHUS TOKa KOPOTKOTO 3aMbIKaHMS B 2,3 pa3a U U3MEHEHHs
HanpsHKEHHUs X0J0cToro xoaa B 1,12 pas.
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Physical and Chemical Processes of Structure Formation
of (BeO+TiO,)-Ceramics with the Addition of TiO, Nanoparticles

This paper describes in detail the solid-phase sintering mechanism of BeO + TiO;lm + Ti052"° ceramics in
the 1520-1550 °C temperature range. It is shown that the structural elements are formed due to the processes
of pore disappearance and grain growth in the process of ceramic shrinkage during sintering. It is found that
under the influence of TiO2 nanoparticles it is possible to increase the sintering temperature of such ceramics
by 30 °C, which promotes the transformation of the crystal structure of TiO2 into a more conductive Ti305
with an orthorhombic structure. The mechanism of the slowing down of the grain boundary movement by the
second phase impurity as the segregation of nano impurities on the grain boundary is described. The calcula-
tion of binding energy of spontaneous chemical reactions during sintering of ceramics is performed, chemical
elements and compounds related to conductive phase in ceramics of BeO + TiO‘Z1 ™ + Ti0J2m° composition at
sintering temperature 1550 °C are determined. It is shown that the specific conductivity of the synthesized
nanocomposite material increases in comparison with the ceramics consisting of micropowders in the fre-
quency range of 100 Hz—100 MHz, at a sintering temperature of 1550 °C.

Keywords: (BeO+Ti02)-ceramics, nanoparticles, solid-phase sintering, microstructure, mechanical mixture,
specific conductivity, phase diagram.

Introduction

At present, due to the wide development of radio-electronic equipment, devices, and wireless commu-
nication equipment, much attention is paid to the creation of small-sized receiving and transmitting devices,
containing in composition shielding and absorbing bulk materials that retain their properties in a wide range
of frequencies and temperatures [1]. One of the most perspective materials for the creation of absorbers of
microwave energy is ceramics based on BeO with the addition of TiO, to 30 wt.% [2]. Electrophysical and
other properties of such ceramics can be essentially improved by introducing into structure of micro-and
nano-powders TiO, [3]. Because sintering of ceramics is a physical and chemical process of production of
dense workpieces under the influence of heat treatment, the study of the processes occurring at this is the
most relevant task [4]. In particular, in the semiconductor industry, many products are produced by sintering:
capacitors, resistors, substrates, bulk microwave energy absorbers, ferroelectrics, etc. [5].

The possibility of increasing the sintering temperature of BeO-based ceramics with the addition of TiO,
micro-powders by adding a small amount of TiO, nanoparticles is one of the directions of research to im-
prove the electrodynamic properties of such ceramics [6]. Theoretically, it will allow for achieving an in-
crease in the density of ceramic samples and, consequently, higher values of electrophysical and absorption
characteristics of the investigated material [7].

Information about the change in the electrophysical characteristics of ceramics based on BeO with the
addition of micro-and nano-powder TiO, at a change in sintering temperature in the literature at the present
time is absent. In this scientific article, the studies of physical and chemical processes occurring during the
formation of the structure of ceramics based on (BeO+TiO,), with the addition of nanoparticles TiO,, under
the influence of temperature are presented.

Experimental

Microstructure, granulometric composition, and phase analysis of powders and sintered samples were
studied on a scanning electron microscope with energy dispersive microanalysis attachment JSM-6390LV,
2007, with resolution in high vacuum until 3nm and the ability to image in secondary and reflected electrons.
The microscope has a magnification from 5x to 300,000x at accelerating voltages from 0.5 kV to 30 kV.
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Evaluation of the primary data on the powder material and the sintered product crystal size, analysis,
and measurement of micropores, cracks, inclusions, and other defects were performed using an optical mi-
croscope MBS-10, at 16x magnification, with a measuring scale with a division value of 0.05 mm.

The AgilentE5061B Spectrum Analyzer technique is designed to measure the total complex resistance
(impedance) of composite samples in the frequency range 1 Hz—100 MHz. The “frequency variation” meth-
od allows measuring the frequency dependence of such electrophysical characteristics as complex conductiv-
ity, dielectric permittivity, and contact resistance.

The essence of the method is to determine the electro-physical characteristics of composite materials
depending on the frequency of the alternating voltage applied to the electrodes mounted on the sample, based
on Ohm’s law to determine the instantaneous values of alternating current and measure the phase shift be-
tween current and voltage. As a result, the total complex resistance (impedance modulus |Z|) is calculated as
the ratio of the effective alternating voltage to the effective alternating current.

Results and Discussion

Beryllium oxide in relation to TiO, is an inert compound, that is, there is no chemical potential of inter-
action between them. Figure 1 shows phase diagram of beryllium oxide interaction with titanium dioxide.
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1700 b + liquid

- / 1670°

T, C 2000 [
1900

1800

1500 TiO, + BeO(s)
1400
570
1300 1278
1200 k . ; L .
0 20 10 60 30 100
TiO, % BeO

Figure 1. Phase diagram of TiO, — BeO interaction [8§]

As can be seen from Figure 1, the content of titanium dioxide is from 20 to 70 mol. %wt., above the
temperature of 1670 °C, titanium dioxide passes into the liquid phase. Therefore, in order not to “lose” me-
chanical properties due to crystal growth, the sintering temperature of (BeO+TiO,)-ceramics should not ex-
ceed this temperature. In turn, the optimum sintering temperature for serial ceramics (BeO + 30 wt% TiOf y
is 1520-1530 °C, above this temperature starts crystal growth, the sample loses density, mechanical strength,
geometric parameters (bloated).

Depending on the sintering mechanism, the microstructure of the ceramic is also determined. In the case
of the solid-phase sintering mechanism, individual grains are formed due to the pore disappearance and grain
growth processes. Both of these processes are accompanied by a change in the shape of the crystals, which
tend to take the form of polyhedrons capable of filling the existing volume of the sample (Figure 2).

sintering

Figure 2. Solid-phase sintering mechanism of ceramics. In the inset on the right microstructure
of ceramics of BeO + 29.0 wt% Ti0y ™"+ 1.0 wt% Ti03*"sintered at T = 1550 °C
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The free energy in this sintering mechanism changes because of changes in the total surface area of all
grains and changes in the specific surface energy when the solid-gas interface is replaced by a solid-solid
interface. These changes can be represented as summations:

dG = ydA + Ady

where A — area; y — surface energy. These two summands are also expressed accordingly in the change in
the microstructure of ceramics during sintering (Figure 3).

T=1550 °C

T=1500 °C e T=1530°C

Densification ~ Enlargment

7 ‘m) and densification
Figure 3. Scheme of mechanisms of enlargment and densification of ceramic structure during sintering.
On the inserts on top the microstructure of ceramics of composition BeO + 28,5 wt% TiO5™"+ 1,5 wt% Ti07%™°

In practice, during the sintering of ceramics the processes occur simultaneously — “enlargement of par-
ticles”, accompanied by reduction of the total surface area of grains, and compaction, as a result of which the
grain-gas interface is replaced by the grain-grain interface. This replacement can be accompanied by a de-
crease in the specific surface energy.

In turn, the chemical potential of the phase depends on the curvature of the surface, since the properties
of the atoms on the surface of the particle are different from the properties of the atoms inside it.

The intergranular boundary is formed as a result of particle sintering, on which the change of direction
of crystallographic grain axes takes place, characterized by the value of specific surface energy y;. In the
case of two-phase ceramic composition (BeO, TiO,) at the grain boundary with the second phase, a region is
formed, which is represented in Figure 4.

f phase

o phase a

Grain Grain

Figure 4. Schematic of the intergranular region in contact with the second phase

For an equilibrium boundary, there must be a relationship between the values of surface energy at the
crystal-vapor and crystal-crystal boundary:

_ ¢
Vb = 2Yqp COS >

The angle ¢ is called the dihedral angle. Its value does not depend on gas pressure, but only on the ratio
between y,p and y,,. If the 8 phase is gaseous, the relationship y,)yp is true and the dihedral angle takes on
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a value greater than 120°. The surface energy y,;, changes when the crystallographic orientation of the grains
relative to each other changes. In real structures, this is the reason for the presence of different values of the
dihedral angle that can be detected in ceramics at the initial moment when the porosity is high enough. The
variation of angles in real samples is also observed because of the system’s non-equilibrium. One of the op-
tions for bringing the system to an equilibrium state is to expose the system to a temperature at which liquid-
phase sintering will take place under the action of the flow of one of the phases.

Thus, to describe the sintering process it is necessary to understand to what state a polycrystalline mate-
rial consisting of grains and pores will tend to. As a result of the disappearance of pores during the sintering
process, a polycrystal is formed in which the surface energy of the grain boundaries takes on a minimum
value for a given number of grains and the grains form a dense, non-porous packing. Eventually, in the equi-
librium state, all grains will have the same shape and size.

Ceramic samples of BeO + 5 wt% Ti07%™° composition representing a two-phase system were subject-
ed to a sintering temperature of 1800 °C (above transition to liquid-phase sintering — 1670 °C (Figure 1)) to
achieve a liquid-phase sintering mechanism. We will consider BeO beryllium oxide as the first phase, and
TiO, nanoparticles, which should tend to occupy the grain contact area near the tops of the BeO crystal, as
the second phase with lower temperature. In a structure close to equilibrium, the values of contact angles
tend to be values given by the ratio of surface energies at the interfaces. In such a case, the shape of the ter-
nary intersection in the two-dimensional microstructure will be different, as well as the values of the dihedral
angles (Figure 5).

0=150° 0=90°

X200 500 um
0=30° 0=0°
Figure 5. The shape of the triple crossing in the two-dimensional microstructure. In the inset on the right
microstructure of ceramics of BeO + 5.0 wt. % sintered by the mechanism of liquid-phase sintering at T = 1800 °C

Figure 5 points out that the contact area between grains decreases with decreasing dihedral angle value,
while the contact area of grains with the second phase increases. For the investigated sample, the dihedral
angle is 0-30°. Based on the analysis of the macrostructure, grains during sintering of ceramics tend to take
the shape characterized by a minimum of free energy. To achieve the minimum interfacial surface energy of
the two-phase system, the minimum value of the dihedral angle is necessary, which tends to decrease at a
temperature of 1800 °C.

Thus, the possibility of increasing the sintering temperature of ceramics by adding nanoparticles TiO,
will reduce the interfacial surface energy, hence increasing the density, hardness, mechanical strength and
possibly other physical and chemical properties, provided that the growth of the crystal size of BeO is con-
tained.

The observed discrepancies in the theoretical calculations of the grain growth rate and the experimental
data are due to the influence of impurities. In turn, if the impurity forms the second phase, its very presence
slows down the movement of the grain boundary, as shown in Figure 6.
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Figure 6. Illustration of the slowing down of the grain boundary movement by the second phase impurity

In ceramics of BeO + Ti04™ + Ti0}*™°, the impurity Ti0}*™ is soluble in the phase Ti0O4™, whose
concentration in the volume and at the grain boundary differ from each other. If the energy of impurity atoms
at the grain boundary is lower than in its volume, the segregation of impurity at the grain boundary is ob-
served. To assess the influence of impurity atoms on the segregation processes we consider the distribution P
atoms of impurity on N available positions in the crystal lattice of the main substance and p atoms of impuri-
ty distributed on n available positions in the area of the grain boundary. When an atom of the main compo-
nent is replaced by an atom of the impurity in the volume of the grain, the internal energy E increases, which
is accompanied by the change in energy e at the replacement of the atom at the grain boundary. Due to the
dissolution of impurity atoms, the change in free energy G can be expressed in the form that is typical for
solutions:

G =pe+ PE—kT[In!N! —In(n—p)!p! (N — P)! P!]

Under the conditions of equilibrium Z—Z = (0 and Z—IGJ = 0. Given the large value of N, in the presence of

nanoscale impurities, the Stirling approximation is valid:
InN!'=NInN—-N.

Considering these circumstances, the equilibrium distribution of atoms at different locations is de-
scribed by the equation:

n P e-E
np  n-p P (_ F)

This equation takes a simpler form if instead of the number of atoms and distribution sites we use their
mole fractions. Thus, we obtain that the impurity atoms B, replace the atoms of the main substance
A. Accordingly, the molar fractions of the atoms in the volume of the grain and at the boundary: X,, Xz, X2,
X2 In this case, the equation takes the form:

X8 X op (- 25)
X " %, P\ ")
where AE = e — E is the change in energy due to the segregation of impurities at the grain boundary.
To calculate the AE values, the model of a regular solution of paired atom interactions is applied, ignor-

ing the interactions between impurity atoms. If we assume that the impurity atom is a solid nondeformable
sphere, the lattice distortion energy W is equal:

W = 4 (@)2
1+v To

where Y — Young’s modulus, v — Poisson’s ratio, 1, 7y — radius of atom of the main substance and impu-
rity, respectively. Because of the difference in the Young’s modulus in the volume of a grain and at its
boundary with another grain, the elastic strain energy at the introduction of an impurity atom into the lattice
may be different — AE # 0.

In the case of nanoscale particles as an impurity phase, impurity segregation and internal energy chang-
es can occur by completely different mechanisms. Beryllium oxide belongs to the group of “insulating ox-
ides” derived from metals of the left and right parts of the D.I. Mendeleev table. Titanium dioxide refers to
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semiconductors or metallic oxides located in the middle of the table. Sintered mechanical mixture (ceramics)
of such oxides with the addition of nanoparticles can show anomalous physical and chemical properties. In
the size range from 2 to 10 nm classical laws and laws of quantum chemistry are not acceptable. In nanopar-
ticles of spherical shape sized 3 nm, half of the atoms or ions are located on the surface. This position allows
the volumetric properties to change due to surface effects in the region of reaction chemistry near the stoi-
chiometric composition. The presence of a strong chemical bond can lead to changes in chemical and physi-
cal properties. When particles become smaller in size, different morphologies are formed, which affect
changes in surface chemistry and adsorption properties due to an increase in their specific surface area.

During the study of the interaction of BeO and TiO, in a wide range of temperatures, it was found
that titanium practically does not form solid replacement solutions with BeO. However, weak chemical
interaction between them, along the interface surfaces, is not excluded in the process of sintering ceramics
containing TiO}%"° where other impurities can be concentrated. In turn, titanium (Ti) with oxygen (O)
forms a large number of oxides: TiO,, Ti,0s, Ti;0s, homologous series of oxides Ti,0,,; and possibly
others. Increasing the sintering temperature, due to the presence of TiO, nanoparticles contributes to more
effective recovery of TiO. When sintering (BeO+TiO,)-ceramics in furnaces with carbon heaters in a re-
ducing environment (in a carbon monoxide atmosphere) carbon penetrates the inner region of ceramic
samples, which leads to a uniform chemical interaction and distribution of phases both inside and on the
surface of the sample.

After analyzing the main chemical elements and compounds involved in the manufacturing process of
conducting ceramics of the composition of BeO + TiO,, Table 1 was compiled.

Table 1

Conductivity of chemical elements and compounds involved in the
technological process of making (BeO + TiO,)-ceramics

Conductor Dielectric
Be
C
Ti BeO
BeH Be,C
BeCZ T|02
Ti,04 TiC
Ti3Os
TiH

The conductivity of each element depends on the sintering temperature, for example, when TiO; is
heated at 750-1000 °C in hydrogen environment, the compound Ti,O; is formed. At hydrogen pressure of
13—15 MPa and temperature 2000 °C — TiO, is reducing to TiO, the only compound that gives a maximum
of three free electrons (Ti") is TiH. During sintering of such ceramics in weakly reducing environment of
carbon monoxide the following chemical reactions can take place:

BeO +2C0O, — BeC, + 50.
2BeO +4C — 2BeC,; + O,.
TiO, + CO — CO, + TiO.
2TiO, + C — CO, +2TiO.
TiO,+ C — TiO + CO
2T102 +C— Ti203 + CO.
2T102 +CO — Ti203 + C02
6T102 +C— 2T13O5 + COQ,
6T102 +2C0O — 2T1305 + C02
BeO + CH — BeH + CO.
TiO, + CH — CO, + TiH.
3T102 + H2 = Ti305 + HzO

To determine the possibility of interaction between BeO and TiO, at an increased sintering temperature,
due to the presence of TiO, nanoparticles, we use the entropic method of calculating the equilibrium con-
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stants, — AGy = AHj9g — TAS50g, where T = 1550 °C [9]. The data of this calculation allow us to identify
four main chemical reactions that can occur at this temperature (Table 2).

Table 2
Calculation of the change of Gibbs energy, which determines the possibility
of spontaneous reaction at T = 1550 °C
No Chemical reactions AG, kJ/mol

TiO,+ C—>TiO + CO
2T|02 +C— Ti203 + CO
37Fi()2 + }{2 — 1-i3()5 + }{2()
TiO, + CH — CO, + TiH

4G5 <0

Al —

According to the results of calculation of possible electrically conductive phases responsible for the
conductivity of ceramic composition (BeO+TiOL™+Ti034"°), sintered at T = 1550 °C, the main electrically
conductive phases are TiO, Ti,0Os, Ti305 and TiH.

To describe the electrical conductivity of composite materials, we commonly refer to a conductive clus-
ter of particles of any phase. After the percolation threshold, a conductive cluster can be called percolation,
considering its limited size and the possibility of binding conductive phase clusters by dielectric layers that
have local resistances comparable to those of particles in micro-and nano-clusters.

Figure 7 represents the results of the study of the frequency dependence of the real and imaginary com-
ponents of the specific conductivity of serial ceramics of BeO+30 wt% TiO..
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Figure 7. Frequency dependence of real ¢' (1) and imaginary ¢' (2) components
of specific conductivity of serial ceramics of BeO+ TiO4™ at T=1530 °C

Figure 7 shows that the real component of conductivity at low frequencies up to 104 Hz remains at the
level of 2.4-10—* Q'm™. With further frequency increase conductivity stepwise increases up to the value of
0.15 Q'm™. The imaginary component of specific conductivity increases linearly over the whole range of
frequencies understudy, coinciding with the real component at frequencies higher than 3-10” Hz.

Figure 8 displays the dependence of the specific conductivity on the concentration of TiO, nanoparti-
cles of composition BeO + (28.0 — 29.9 wt% Ti0y™, Y. Ti05™ + Ti0F*"°=30 wt%) at the sintering tem-
perature of ceramics 1550 °C.
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Figure 8. Frequency dependence of the real ' component of specific
conductivity on the content of TiO, nanoparticles, at T = 1550 °C

The conductivity curves, depending on the content of TiO, nanoparticles, are parallel to each other in
the frequency range from 10 to 105 Hz. The minimum conductivity value in this range, is 6' o= 5.5 10-°
Q'm™, the maximum 6'0.1 %= 4.8 10> Q'm™. With the increasing frequency of electric field, specific con-
ductivity on all samples increases sharply, at a maximum frequency of 10* Hz conductivity curves practically
coincide, maximum value 6'( s = 1.36 Q'm™.

The conductivity mechanism can be explained by the fact that during sintering of ceramics TiO, nano-
particles are pushed to the surface of micron crystals (i.e., to the intercrystalline interlayers). Thus, conduc-
tion follows by a random grid of interlayers between the crystals. Some interlayers of adjacent crystals may
not interact, therefore, there is a finite resistance and a hopping mechanism of conductivity from one layer to
another (between the interlayers). As the concentration of titanium dioxide nanoparticles increases up to 2.0
wt%, they begin to stick together with each other or with titanium oxide microparticles inside the crystal and
do not go into the intercrystalline interlayers, so the material becomes a dielectric.

Conclusions

The solid-phase sintering mechanism, the schemes of the mechanisms of enlargement and densification
of the ceramic structure of BeO + Ti04™ + Ti02*"°, during sintering, confirmed by real photographs of the
microstructure in the temperature range 1500—1550 °C, were described. According to the results of the study
of the dihedral angle during liquid-phase sintering of ceramics containing BeO + 5 wt% Ti07%™*°, T = 1800
°C, the angle values are within 0—30 °, which characterizes the presence of a minimum interphase surface
energy of the two-phase system.

The slowing mechanism of the grain boundary movement by the second phase impurity was described
as the segregation of nano-impurities on the grain boundary, provided that the energy of the impurity atoms
on the grain boundary is lower than in its volume.

Chemical elements and compounds related to the conducting phase in the ceramics of BeO + TiOZ” ™+
TiO}4"° composition were determined by calculating the binding energy of possible chemical reactions. The
reactions with the formation of the conducting compound TiO, Ti,0s, Ti30s, and TiH were established.

It was established that the specific conductivity of the synthesized ceramics of composition BeO + (28.0
— 29.9 wt% Ti0y™, X Ti0y™ + Ti03*™° = 30 wt%) at sintering temperature of ceramics 1550 °C signifi-
cantly increases in comparison with the serial sample.
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TiO, nano6eamexTepi Kocbliiran (BeO + Ti0,)- kepaMuKaHbIH KYPbLILIMBIH
KAJBINTACTHIPYAbIH (pU3UKA-XUMUSIIBIK MTPpoLecTepi

Maxkanana 15201550 °C temmepatypa apamsirbiaaa BeO + TiOh™ + TiOJ3"° kypaMbiHAAFE KepaMUKAHEI
KaTThl (asanblK OipiKTipy MeXaHW3MiHIH cHumarramachl OepinreH. KypbUIBIMABIK 37eMeHTTep OipikTipy
Ke3iHJe KepaMUKaHBIH ILIOeTy MPOIECiHIe KEYSKTepAiH JKOFAIYbl JKOHE TYHIPUIIKTEpAiH ecyi HOTIDKEeCiHe
naiga OoJaThIHABIFEI KepceTiireH. TiO, HaHOOOJIIEKTEpiHIH OCepiHEH MYHIAl KepaMHKaHBIH Oaliky
temneparypachiH 30 °C-ka KkeTepy MyMKIHAIrT 0ap ekeHairi anpIkTanasl, 0y TiO, KpucTanabl KYPbUIBIMBIH
opTopoMOaNBIK KypbUlbIMBI Oap TizOs OTKI3rill KypbUIBIMBIHA aMHANABIPYFa bIKOAN eremi. TyHipimik
IIeKapachlHAAFbl HAHOKOCTAJAPABIH CEeTperanusachl peTiHae eKiHm (¢as3anslk KOCHaMeH TYHipmik
NICKAPACBIHBIH KO3FAJbICHIH 0OasynaTy MeXaHW3Mi CHhaTTtainFad. Kepamukanel OipikTipy mpoIleciHae
©3JIITIHEH JKYPEeTiH XMMHSJIBIK peakuusulapablH OainaHbic sHeprusicel ecenrenni, 1550 °C Temmnepatypana
BeO + TiO;ml + Ti0%2"° KypambIHIaFbl KepaMHKaJaa OTKI3TIIITIK (pazara )KaTaTblH XUMHSJIBIK dJIEMEHTTED
MEH KOCBUIBICTAp aHBIKTANIbl. CHHTE3/IENTeH HaHOKOMITO3MTTIK MAaTEPHAIIBIH MEHIIIKTI OTKI3TilITiri
MHUKpPOYHTaKTapJaH TYpaThIH KepaMHKaMmeH canbicThipranaa 1550 °C remmeparypama 100 I'm—100 MI'ng
KHLTIK TUANa30HbIHIA 6CETiHI KOPCETIreH.

Kinm ce30ep: (BeO+TiO,)-kepamuka, HaHOOOINIIEKTep, CYHBIK (a3aiblK OipiKTipy, MHKPOKYPBUIBIM,
MEXaHHUKAJBIK KOCIa, MEHIIIIKTI ©TKI3TIIITIK, (ha3ayiblk JuarpaMMa, OailTaHbIC SHEPTUACHL.

A.B. ITaBnos, XX.b. Carnonguna, A.b. KaceimoB, H.M. Marazos, A.b. Kenecoekos

DU3NKO-XMMHYECKHE TTPponecchbl GOPMHUPOBAHNS CTPYKTYPHI
(BeO+Ti0O,)-kepamuku ¢ 1o6aBkoii HaHowacTul TiO,

B crartbe mpuBeneHo noapoOHOE onucaHue TBepao(ha3HOr0 MexaHH3Ma CIIeKaHUs KepaMukH coctaBa BeO +
TiOlzlm + Ti052"° B unrepBane temneparyp 1520—1550 °C. IToka3aHo, 4TO CTPYKTYpHBIE JIeMeHTHI POpMH-
PYIOTCS 3a CUET MPOILECCOB NCUE3HOBEHHS IOP M POCTa 3€PEH B IPOIECCE YCAAKU KePaMUKH TIPH CHEKaHHHU.
VYcraHoBIEHO, YTO TOX AeiicTBHeM BiaMsHHMs HaHo4yacTHl] TiO, NMpeAcTaBiseTcsi BO3MOXHOCTH IMOBBICHTD
TEMIIEpaTypy CrekaHus Takoi kepamukud Ha 30°C, 4TO CmOCOOCTBYET TpaHCHOPMAIMH KPUCTATUTHUECKON
ctpyktypsl TiO, B 6osee npoBossiugyio Ti305 ¢ opropomOuueckoil cTpykTypoii. Omican MexaHu3M 3aMeji-
JICHHSI IBVOKCHUSI TPAHUILIBI 3epHA TIPUMECBIO BTOPO# (ha3bl Kak cerperanusi HaHOIpUMeceH Ha TpaHHIle 3epeH.
IIpowusBenen pacder SHEPrHM CBS3HM CaMOIPOU3BOIBHO MPOTEKAIOIMX XMMHUYECKHMX Peaknuil B Iporecce
CIIEKaHUS KEPAMUKH, OIpe/eTIeHb XUMHUIECKUE SIEMEHTH U COSAMHEHHS, OTHOCSIINECS K MIPOBOASIIEH (ase
B Kepamuke coctasa BeO + TiOy™ + Ti032 " npu temneparype criekanus 1550 C. ITokasao, uTo ynenbHas
IPOBOAMMOCTb CHUHTE3MPOBAHHOTO HAHOKOMIIO3UTHOTO MaTepuaja BO3pacTaeT B CPaBHEHHHU C KEPaMUKOM,
cocTosield U3 MUKPOIOPOLIKOB, B Auanazone yactoT 100 I'i—100 MI'n, npu temmneparype crnekanus 1550
°C.

Kniouesvie cnosa: (BeO+Ti0,)-kepamuka, HAaHOIACTHIIBL, )KUAKO(A3HOE CIIeKaHHe, MUKPOCTPYKTYpa, MeXa-
HHMYECKasi CMeCh, y/IelIbHAs POBOMMOCTb, (ha30Bas quarpaMma, SHEprus CBsI3H.
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Photocatalytic activity of zinc oxide — graphene oxide composites

Recently, the use of various dyes in the cellulose, textile, plastics and rubber industries has resulted in severe
toxic and dye contamination of wastewater. These toxic dyes are not biodegradable and have a detrimental ef-
fect on the environment, blocking sunlight and reducing photosynthesis. Consequently, there is an urgent
need to develop a low-cost effective technology for purifying wastewater from harmful organic pollutants. In
this context, photocatalysis is an advanced, environmentally friendly oxidation process for wastewater treat-
ment. Recent studies have shown that the use of semiconductor photocatalytically active materials with a
wide band gap is an effective method for the decomposition of organic pollutants in aqueous solutions. In this
work, a low-cost technology for the synthesis of composite semiconductor zinc oxide / graphene oxide (ZnO /
GO) materials by chemical deposition from an aqueous solution has been developed. The morphology, struc-
tural and photoluminescent properties of the synthesized ZnO/GO samples with different graphene oxide
concentration have been studied. The research of the photocatalytic activity of synthesized zinc oxide —
graphene oxide composite materials is carried out by observing an aqueous solution of rhodamine B dye deg-
radation under ultraviolet illumination.

Keywords: chemical deposition, zinc oxide, graphene oxide, composites, optical and structural properties,
photocatalytic activity, rhodamine B.

Introduction

In recent years, as a result of environmental changes associated with the ineffective use of water re-
sources, the problem of purifying wastewater from industrial and agricultural waste has become urgent [1,
2]. Numerous waste dyes used in various industries, such as the production of cosmetics, textiles, and food
end up in water bodies in the form of wastewater [3—5]. Due to that, emerged the urgent task to develop ef-
fective and economical methods for eliminating organic pollution [6, 7]. Various types of biological, physi-
cal, and chemical methods, such as chemical precipitation, separation, coagulation, removal, adsorption of
activated carbon, chlorination and ozonation, are used for industrial wastewater treatment [8—10]. Chemical
methods of chlorination and ozonation are slow processes and as consequence, they are not economically
feasible; therefore, the use of these approaches is limited [11]. Traditional filtration methods do not have
high efficiency and cause only phase changes in pollutants. In recent decades, photocatalytic decomposition
processes have been actively considered successors to the previous methods, since they can significantly ac-
celerate the degradation of organic pollutants [12—14]. Photocatalysis is a reaction in which light is used to
activate a substance that changes the rate of a chemical reaction. Under the illumination of semiconductor,
photocatalyst electrons move to the conduction band, a hole appears in the valence band, thus an electron-
hole pair is generated. The generated electron-hole pairs cause a complex series of secondary reactions with
dye molecules, which leads to the complete degradation of dye contaminants adsorbed on the semiconductor
surface [15].

Zinc oxide (ZnO) is one of the most studied photocatalytically active materials due to its low toxicity,
wide band gap (3.37 eV), long-term stability, high photostability, and high efficiency [16, 17]. Usually, ox-
ide semiconductors have relatively low charge mobility and a high degree of electron-hole recombination,
which reduces the efficiency of the photocatalytic reaction and prevents their widespread use as practical
photocatalysts [18].

The photocatalytic characteristics of ZnO can be improved by synthesizing composites based on it in
combination with other components, such as noble metals [19], carbon materials [20, 21], and by doping
[22]. In particular, nanocomposites with graphene and graphene oxide (GO) have attracted the attention of
researchers in recent years. ZnO is a good electron donor with high optical activity and stability. Moreover,
graphene is a good electron acceptor with high conductivity. Thus, the hybrid system can act conjointly by
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increasing the migration efficiency of photo-generated electrons and decreasing recombination. H.Fan et al.
synthesized a series of composites of graphene and ZnO by a simple hydrothermal method [23]. The effect
of the graphene inclusion in ZnO structure on the photocatalytic degradation of an aqueous dye solution was
noted in the article [24]. In most of these works, ZnO / graphene oxide composites were synthesized either at
a higher temperature or with complex equipment and a complex reaction procedure with the participation of
intermediate products of the growth of zinc oxide particles on reduced graphene oxide sheets is required.

In this regard, the task of improving photocatalytic characteristics by the efficient, low-cost synthesis
methods of composite materials based on ZnO is urgent.

Experimental

Composite materials based on zinc oxide and graphene oxide were synthesized by low-temperature
chemical deposition from an aqueous solution. For the synthesis of ZnO / GO composites, we used ready
graphene oxide obtained by the Hammers method [25]. Graphene oxide was dissolved in distilled water for
half an hour using an ultrasonic bath. In a separate glass, zinc acetate dihydrate ((CH;COO),Znx2H,0, Sig-
ma-Aldrich) was dissolved in distilled water. Then both solutions were mixed on a magnetic stirrer. Then, to
form zinc oxide nanoparticles, an aqueous solution of sodium hydroxide (NaOH, Sigma-Aldrich) was added
dropwise to a glass beaker with an aqueous solution of zinc acetate and graphene oxide. Then the entire solu-
tion was thoroughly mixed on a magnetic stirrer for another 15 minutes. The whole process of synthesis of
Zn0O composites - GO was carried out at room temperature.

The NaOH concentration was 0.7M with a zinc acetate concentration of S0mM. The graphene oxide
concentration was varied from 0.01 to 0.7 mm wt% (samples: ZGP 2 — 0.01 wt% GO, ZGP 4 — 0.025 wt%,
ZGP 5 — 0,14 wt% GO, ZGP 7 — 0,7 wt%). The resulting precipitate was washed with distilled water, sepa-
rated by centrifugation, and then dried in an oven at 125 °C for 12 hours. The formation of zinc oxide in this
process can be described by the following chemical reactions [26]:

Zn(CH;C0O0),-2H,0 + 2NaOH — Zn(OH),+2CH;COONa +2H,0, (1)
Zn(OH), (gel) + 2H,0 = Zn** + 20H" + 2H,0 = [Zn(OH)4]%, )
[Zn(OH)4]* < ZnO,” +2H,0, 3)

Zn0,” +2H,0 <Zn0O + 20H . 4)

Results and Discussion

The results of electron microscopy studies carried out on a Quanta 200i 3D scanning electron micro-
scope (FEI Company) with a directly heated tungsten cathode showed that the ZnO / GO composites synthe-
sized by this growth technique are two-dimensional structures in the form of 2D thin petals about 30 nm
thick (Figure 1). It was noted that an increase in the concentration of GO in the growth solution of ZnO / GO
leads to the decrease in the thickness of ZnO petals. As a result, the 2D structures become thinner, the
amount of the flocculent structure increases. It allows increasing their working specific surface to equal
weight.

Cepus «dusukay. Ne 2(106)/2022 103


https://www.sigmaaldrich.com/catalog/substance/zincacetatedihydrate21951597045611
https://www.sigmaaldrich.com/catalog/substance/zincacetatedihydrate21951597045611
https://www.sigmaaldrich.com/catalog/substance/zincacetatedihydrate21951597045611

Zh.U. Paltusheva, N. Alpysbaiuly et al.

d

Figure 1. Morphology of ZnO / GO samples: a — ZGP 2 — 0.01 wt% GO, b — ZGP 4 — 0.025 wt% GO,
c—ZGP 5-0,14 wt% GO, d —ZGP 7 - 0.7 wt% GO.

The structural properties of the synthesized ZnO / GO samples were studied by X-ray diffraction analy-
sis. X-ray diffractometry measurements were performed under the same conditions for all synthesized sam-
ples. Figures 2, 3 show diffractograms of the samples ZGP 2 and ZGP 7 with the lowest and highest concen-
tration of graphene oxide, respectively, in considered series of ZnO / GO samples.
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Figure 3. X-ray diffraction of ZGP 7 sample
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All ZnO / GO samples exhibit the hexagonal structure of zinc oxide wurtzite (JCPDS card # 01-080-
3004). The diffractogram of the ZGP 7 sample with the highest GO concentration contains (001) reflex, cor-
responding to GO sheets.

Changes in the structural properties of ZnO / GO composites depending on the concentration of
graphene oxide in the growth solution were also studied using Raman spectroscopy (Figure 4).

G

Intensity, rel. units
W

G 4 G5 —ZG7
Raman Shift x10% cm™

—ZG 2

Figure 4. Raman spectra of ZnO / GO samples: ZGP 2 — 0.01 wt% GO,
ZGP 4 - 0.025 wt% GO, ZGP 5 - 0,14 wt% GO, ZGP 7 — 0.7 wt% GO.

Raman spectra allow one to take into account conjugated and double carbon-carbon bonds, which leads
to high-intensity peaks in the Raman spectrum. A typical GO Raman spectrum is characterized by a G band
at a displacement of the 1605 cm™, which corresponds to the E», phonon of sp” carbon atoms, and a D band
at 1353 cm™', which corresponds to the breathing mode of point phonons with A, symmetry.

The Raman spectra of synthesized ZnO / GO composites show that the D peaks for these samples ap-
pear at 1370 cm™. G peaks at 1600 cm™ characterize lattice distortions. A shift in the D band indicates a
change that can occur due to certain defects, such as vacancies, grain boundaries [27] and amorphous forms
of carbon [28]. The intensity ratio Ip/Ig was 0.9 / 1. The study [29] demonstrated that an increase in the Ip/Ig
ratio of graphene oxide indicates an increase in the number of defects in the structure. The lowest ratio Ip/Ig
= (.85 was observed for ZGP 7 sample, which indicates the quality of this sample.

Graphene, a two-dimensional planar monolayer of carbon, whose atoms are connected in a honeycomb
lattice structure, possesses such electronic properties as a zero band gap and high conductivity, which in
combination with photocatalytically active ZnO should help to reduce the recombination of photogenerated
electron-hole pairs and lead to an increase in the efficiency of photoconversion. Thus, graphene oxide in
ZnO / GO composites acts as a fast electron transfer channel. In addition, the presence of oxygen-containing
functional groups of graphene oxide makes it an excellent support material for anchoring metal oxide parti-
cles during synthesis. Figure 5 illustrates a diagram of a possible illustration of the degradation process of the
RhB dye under the influence of ultraviolet radiation in the presence of ZnO / GO samples.

CO: +HO0

Figure 5. Possible charge transfer circuit in the ZnO / GO samples
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Under the influence of UV radiation, electrons e move from the upper levels of the valence band (VB)
of semiconductor materials to the conduction band (CB). These photogenerated electrons are absorbed by
oxygen O,, resulting in the superoxide anion O,. At the same time, as a result of protonation, HOO- radicals
are obtained. Holes h', located in the valence band, move to the surface of ZnO and GO, and interact with
either water (H,O) or OH’, which leads to the production of such active hydroxyl substances as OHe, which,
together with HOO- radicals, decompose the dye into components. Thus, the process of photogeneration of e’
-h" electron-hole pairs on the surface of ZnO / GO composites with a large specific surface area leads to deg-
radation of the rhodamine B (RhB) dye.

To study the photocatalytic activity of the synthesized ZnO / GO composites, we used an aqueous solu-
tion of rhodamine B, containing 8 ml of the dye dissolved in 500 ml of distilled water on a magnetic stirrer
for 30 minutes. Then, 9 mg of the obtained ZnO / GO composites were added to 112.5 ml of the solution,
followed by thorough mixing. The measurement of photocatalytic degradation was carried out in a glass re-
actor. The source of UV illumination was a mercury lamp (LIH Germany, power 14 W), which was located
inside the reactor with the solution.

The photocatalytic activity of the synthesized ZnO / GO composites was evaluated by observing the
change in the optical density spectra of the RhB dye solution in the presence of ZnO / GO samples exposed
to UV radiation for 150 minutes. The solution was sampled every 30 minutes (Figure 6).

63 ERE3
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Figure 6. Photo of the RhB solution in the presence of the ZGP 7 sample subjected to UV illumination

Figure 7 represents optical density spectra during the degradation of an aqueous solution of a dye in the pres-
ence of ZnO / GO composites under ultraviolet illumination. The results showed that the maximum value of
the absorption intensity for the initial dye solution with ZnO / GO composites is at 555 nm. It is noted that,
with an increase in the UV exposure time, the absorption intensity of rhodamine B in the presence of ZnO /
GO samples decreases, which indicates a decrease in the concentration of RhB in the solution.

3,5 - 3,5 -
3 |3n(|]t . 3 | b init.
:2 — m{n _ﬂ
=55 —— 60min c25
3 ——90min 3
v 2 ——120min o 2
_4-3‘.\ 15 —— 150min _4::71’5
£ >
4]
2 1 E 1
0,5 0.5
0 ; ; . . J 0 ' '
300 400 500 600 700 800 300 400 500 600 700 800
Wavelength, nm Wavelength, nm

106 BecTHuk KaparaHgmMHCKOro yHusepcureTa



Photocatalytic activity of zinc...

3,5 - 35 -
, | C init. , |d init
@ —30 min " ——30min
=25 ——60min =25 — 60min
> —90 min = —90min
e 21 —— 120 min e 2] ——120min
215 - 150 min 215 | 150min
W (%))
c [ =
3 1 - 31
= v =
05 \ A 05
0 T T T 1} 1 0 ! T T T 1 1
300 400 500 600 700 800 300 400 500 600 700 800

Wavelength, nm

Wavelength, nm

Figure 7. Optical density spectra of an aqueous solution of RhB in the presence of samples:
a—ZGP2,b—-ZGP4,c-ZGP5,d-ZGP 7.

To compare the photocatalytic activity of ZnO / GO powders with different GO concentration in the

growth solution under degradation of an aqueous dye solution, kinetic curves were presented in Figure 8.
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Figure 8. Kinetic curves of RhB degradation in the presence of ZnO / GO composites with different concentrations of
GO: ZGP 2 - 0.01 wt% GO, ZGP 4 - 0.025 wt% GO, ZGP 5 — 0.14 wt% GO, ZGP 7 - 0.7 wt% GO.

It was noted that an increase in the concentration of GO in the growth solution makes it possible to ob-
tain more photocatalytically active composites ZnO-GO because an increase in the GO concentration in the
growth solution provides an increase in the specific surface area of the composites. Moreover, this increase
promotes a decrease in the recombination of photogenerated electrons, which leads to an increase in active
HOOe radicals in solution under UV radiation and accelerates the decomposition of the organic dye.

For ZnO / GO samples with different GO concentrations, photoluminescence spectra were investigated
(Figure 9). Data on the photoluminescent properties of photocatalytically active zinc oxide were published in
a paper [30]. The PL spectra of all the samples consisted of a narrow (~0.25 eV) NBE at ~380 nm, and broad
deep-level emission (DLE) in the range from 450 to 750 nm with a maximum of around 555 nm. It is sug-
gested that the origin of the violet emission at A ~ 420 nm (2.96 eV) is due to the transitions from the con-
duction band (CB) to the holes localized at the defect level associated with zinc vacancy (VZn) [31].
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Figure 9. Photoluminescence of ZnO / GO samples with different GO concentration:
ZGP 2 - 0.01 wt% GO, ZGP 4 - 0.025 wt% GO, ZGP 5 — 0.14 wt% GO, ZGP 7 — 0.7 wt% GO.

As can be seen from Figure 9, the highest DLE photoluminescence is observed for the ZGP 7 sample,
which contains the largest amount of graphene oxide in the growth solution (0.7 wt % GO). It is noted that a
decrease in the GO concentration leads to a decrease in the DLE photoluminescence.

Conclusions

Low-cost synthesis of ZnO / GO nanocomposites by chemical deposition from the solution was devel-
oped. The photocatalytic activity, morphology, structural and photoluminescent properties of the synthesized
samples were studied. The results of electron microscopy studies have shown that the obtained composites
consist of 2D petals about 30 nm thick. At the same time, an increase in the concentration of GO in the
growth solution of ZnO / GO does not significantly change their morphology. A study of the structural prop-
erties of the synthesized ZnO / GO composites showed that the Raman spectra contain D peaks at displace-
ment of the 1370 cm™, and G peaks at 1600 cm™. The intensity ratio ID / IG was 0.9 / 1. The smallest ratio
ID / IG = 0.85 for the ZGP 7 sample, which contains the largest amount of graphene oxide in the growth so-
lution (0.7 wt% GO), indicates the quality of this sample. It is noted that the highest DLE photoluminescence
is observed for the ZGP 7 sample. In addition, an increase in the GO concentration leads to an increase in
DLE photoluminescence. When studying the photocatalytic activity of the obtained samples regarding the
decomposition of the dye rhodamine B (RhB), it was noted that an increase in the concentration of GO in the
growth solution makes it possible to obtain more photocatalytically active composites ZnO-GO.
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K.Y. INantymesa, H. AnmeicOaiiynsl, E.}O. Kenpyk, A.Jl. XKaitnapsi,
M.B. AliTxanos, JI.B. I'punienko, X.A. A6xymuH

MpIpbiin okcugi-rpagen oOKCuai KOMIO3UTTEPAIH
(oTokaTanuTUKANBIK OeJICeHAUTITI

CoHFBI Ke3lepl LEJUTI0N03a, TOKbIMA, IUIacTMAacca XOHE PEe3CHKE OHEpKaciOiHAae op Typii OOsFBIITapAbI
KOJIIaHy aFbIHABI CYJTapAbIH YIBI 3aTTapMeH JKoHE OOSFBINITapMEH KaTThl JIacTaHyblHA oKenmdi. bynm yier
OOSFBIIITAP KYH COyIIeCiH Oerer, (JOTOCHHTE3 i a3aiiThIN, KOpIIaraH opTara 3usHBI acep eTeni. COHNBIKTaH
aFblHJBl CyJIApABl 3USHABl OpPTaHWKAIBIK JIaCTAyIIbl 3aTTapAaH Ta3apTyAblH a3 IIBIFBIHABI  THIMI
TEXHOJIOTHSICHIH Te3 apaja a3ipiey KakeT. OCBI TYprbIna (OTOKATaIN3 aFbIH/IBI CyJIap/Abl Ta3apTyFa apHAIFaH
JKETUIIPIIreH, SKOJIOTUSIIBIK Ta3a TOTBIFY Iporeci 60bin Tadbbuiaabl. COHFBI 3epTTEyep KOpCceTKeHACH, KeH
HIeKTey aifMarbl Oap KapTbUlail ©TKI3TiITI (OTOKATATUTUKANBIK OeJICeHAl MaTepHailapAbl KOJJaHy CYJbl
epiTiHALIepeTi OpraHUKAJIBIK JacTayllbl 3aTTapAblH BIABIPAYBIHBIH THIMIL omici Oonbim TaObputagsl. Ocbl
MaKagaa KOMIO3UIMSJIBIK JKapThUIall ©TKI3Till MaTepHaiiapAbl CyJIbl €piTiHIINEH XUMHSUIBIK TYHIBIPY
apKpUTBl MBIPBII  Okcumi/rpaden oxcuain (ZnO/GO) cuHTesmeyaiH ap3aH ofmici a3ipienreH. Ipaden
OKCHIIHIH op TYpii KOHHIeHTpamwscsl Oap cuHTe3genreH ZnO/GO  yirinepiHiH MOpQOIOTHACH,
KYPBUIBIMIBIK JKoHE (DOTONIOMHMHECIEHTTIK Kacuerrepi 3eprrenngi. CHHTE3NENreH KOMITO3HIHMSIIBIK
MaTepHaIIapIbH (OTOKATAIMTHKAIBIK OSJICEHAUTITH 3epTTey YJIBTPaKYITiH CayleleHy Ke3inae ponaMu b
OOSIFBIIBIHBIH CYJIBI €PITIHIICIHIH BIABIPAYBIH OaKpUIay apKbLIbI XKY3ere aChIPBUIIBL.

Kinm ce30ep: XUMUSIIBIK TYHIBIPY, MBIPBIII OKCHAI, TpadeH OKCHIi, KOMIIO3HTTEp, ONTHUKAJIBIK JKOHE
KYPBUIBIMIIBIK KacHeTTepi, (POTOKaTANUTHKAIBIK OCICCHITIK, poramMuH b.

AK.Y. IMantymesa, H. Annbic6aitynsl, E.FO. Kenpyk, A.Jl. XKaitnapsi,
M.B. AliTxanos, JI.B. I'punienko, X.A. AOymuinH

doToKaTAIUTHYECKAsI AKTHBHOCTHL KOMIIO3UTOB OKCHIA HHHKaA—O0KCHIA rpa(])eHa

B nocnennee Bpems MCIosIb30BaHUE PA3IUYHBIX KpAacUTENEH B LEJUTIOI03HOM, TEKCTUIBHOM, TJ1aCTMacCOBOM
U Pe3UHOBOM IPOMBIIICHHOCTH NIPUBENO K CUIBHOMY 3arps3HEHHIO CTOYHBIX BOJ TOKCUYHBIMU BELIECTBAMU
U KPacUTEISIMH. DTH TOKCHYHBIE KPACUTEIH HE TTOJIAI0TCs OHOJIOTMYECKOMY Pa3iIoKEHHIO M OKa3bIBAIOT I1a-
ryOHOe BO3/eiiCTBHE Ha OKPYXKAIOIIYIO Cpeay, OJIOKUPYsl CONHEYHBIH CBET U cHIKas (orocunTe3. CienoBa-
TENBHO, CYIIECTBYET OCTpas HEOOXOAUMOCTh B pa3paboTKe Mano3aTpaTHoil 3(h(eKTUBHON TEXHOIOTHH OYH-
CTKH CTOYHBIX BOJ OT BPEIHBIX OPTaHMUYECKHX 3arps3HUTENel. B 5TOM KOHTEKCTe (hOTOKATAU3 SBIISETCA TTe-
PEIOBBIM, SKOJIOTHYECKH 0€30TacHBIM MPOIIECCOM OKHCICHUS IJIsi OYUCTKH CTOYHBIX BojA. HemaBHUe mccie-
JIOBaHHS TMOKA3aJd, YTO MPUMEHEHHE IMOTYMPOBOIHUKOBBIX (POTOKATAIMTUIECKH aKTHBHBIX MAaTEpHANIOB C
HIMPOKOW 3alpeIeHHON 30HOH ABIsIETCA 3P PEKTUBHBIM METOIOM PA3TIOKECHHUS OPTaHUUECKHX 3arps3HUTeNeH
B BOJHBIX pacTBOpax. B Hacrosmei cratbe pazpaboTaHa Majo3aTpaTHas TEXHOJOTHS CHHTE3a KOMITO3HIIH-
OHHBIX TOJTYIPOBOTHUKOBBIX MAaTEPHATIOB OKCHJ IHHKa/OKcu I rpadena (ZnO/GO) METOIOM XHMUYECKOTO
OCaXJeHMsT M3 BOAHOro pactBopa. MccrienoBaHbl Mopdoyorusi, CTpyKTypHbIE U (OTONIOMHUHECIIEHTHBIE
CBOMWCTBA CHHTE3UPOBaHHBIX 00pa3ioB ZnO/GO ¢ pa3nuuHOl KOHIIEHTpanuei okcuna rpadena. Mccnenosa-
HHE (POTOKATAIUTHYECKON aKTMBHOCTH CHHTE3MPOBAHHBIX KOMITO3HIMOHHBIX MaTEpUajioB OKCHJ IMHKa—
oKcHJ TpadeHa MPOBOAMIM ITyTeM HaOIOAEHHS 32 JECTPYKIMEH BOIHOTO pacTBOpa KpacuTels poaamuHa b
MpY YIbTPadUOIETOBOM OCBEIICHHH.

Kniouesvie cnosa: XuMU4ecKoe OCaXkIeHNE, OKCHJ] INHKA, OKCHA TpadeHa, KOMIIO3UTHI, ONTHYECKHE U CTPYK-
TypHBIE CBOHCTBA, (POTOKATAIMTHYECKAs! aKTHBHOCTH, pojaMuH b.
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Longitudinal magnetoresistance of uniaxially deformed n-type silicon

The study of Galvano-magnetic effects (as well as tensoeffects) in silicon under extreme conditions allows
not only to identify the mechanisms of these effects but also to identify the possibility of creating
gaussmeters, infrared detectors, sensitive strain gauges, amplifiers and generators of a wide frequency range.
The reliability of the mechanism of negative magnetoresistance was verified using uniaxial elastic defor-
mation of the studied crystals. Uniaxial deformation excludes interline transitions of electrons, as a result of
which negative magnetoresistance disappears with an increase in uniaxial pressure. When cubic symmetry is
violated, anisotropic phenomena occur in such crystals. The multipath of the isoenergetic surface of the bot-
tom of the silicon conduction band causes anisotropies of the effective mass and relaxation time, which are
associated with the features of the transfer phenomenon. In particular, magnetoresistance (piezoresistance),
which is the most sensitive to the anisotropy of the iso energy surface. The influence of the latter on
magnetoresistance is most clearly revealed in the region of strong magnetic fields, where the
magnetoresistance is saturated since the longitudinal magnetoresistance is entirely due to the anisotropy of
electron mobility.

Keywords: galvano-magnetic effects, piezoresistance, negative magnetoresistance, uniaxial pressure,
isoenergetic, multivalley model, valley crossing, silicon magnetoresistance.

Introduction

The longitudinal magnetoresistance of n-type silicon on crystals is investigatedd =n, =3,1- 10”cm™

in the temperature range 77-300K and the observed negative magnetoresistance due to interband transitions
of electrons in J|| H || [110].

The reliability of the mechanism of negative magnetoresistance was verified using uniaxial elastic de-
formation of the studied crystals.

Uniaxial deformation excludes interline transitions of electrons, as a result of which negative
magnetoresistance disappears with an increase in uniaxial pressure.

According to the classical theory, the magnetoresistance should be saturated in strong magnetic fields
when pH >>1, where (1 — electron mobility, H — magnetic field strength). To test this theory, we investigat-
ed the longitudinal magnetoresistance of n-type silicon in the case of J|| H || [110].

The isoenergetic surface of the bottom of the silicon conduction band consists of six ellipsoids of rota-

tion (energy minima) located along the axis of type [100] at a distance of K = 0,85K__ (Kkyay is the value of

the wave vector corresponding to the boundary of the Brillouin zone) from the center of the Brillouin zone.
These energy minima in silicon crystals at six equivalent points are sometimes called valleys [1].
The energy in the vicinity of the extreme point is related to the wave vector by the following relation:

— h_z (kx + kox)2 + (ky B kOV + (kz — koz)2
2 mH m, m,

where My;,M, — longitudinal and transverse effective masses of electrons, K,k ,K,,— coordinates of

the center of the ellipsoid, T =77,4K:my; =0,91Im;,m, =0,191m; m, — free electron mass, and the
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attitude % = 4,72 characterizes the anisotropy of isoenergetic surfaces. Thus, in silicon, the total electric
L

current comprises currents caused by carriers located in different valleys and, consequently, the total conduc-

tivity of the crystal is the sum of the conductivities of individual valleys.

If there are no external influences that violate the cubic symmetry of the crystal (for example, uniaxial
deformation, heating electric field, quantizing magnetic field), then the electrons are evenly distributed
across the valleys. In this case, the total conductivity of the crystal is an isotropic value, despite the aniso-
tropic nature of the conductivity of each valley separately.

Experimental and Results and Discussion

The saturation of the longitudinal magnetoresistance of silicon in a classically strong magnetic field
(uWH>>1), in the case of J|| H |l [110] is determined by the formula [2].

{p_H} :(2k+1)(k+1) (1)

Po k(k +5)

where p,, — resistivity silicon crystal in a magnetic field, py — specific resistance of the crystal in the absence
: My =<7y ~. : .
of magnetic field, K = ———— s the parameter of anisotropy (71,7, — longitudinal and transverse re-
m <7, >
laxation time, respectively).
Taking k=4.72, we make numerical estimates of magneto resistance

LA&J ~1315
Po sat

which gives a good agreement with the experimental values in the temperature range of 150-300 K
obtained on a sample with a concentration of current carriers N, =4,1-10'>sm™.

1,2

1,0

1 i 1 1
0 100 200 300 A0 s

Figure 1. Temperature dependence of the longitudinal magnetoresistance of n-type silicon for a sample with
Psooe =1500m-sm JMHI[110]T°K 1-77,2-102,3 - 150, 4 - 204, 5 — 240, 6 — 270, 7 — 300

LP_HJ =131
Po sat

<7, >

=l the interline scattering mechanism
<1y >

This indicates that in this temperature range k, =

dominates.
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However, with a decrease in temperature, the discrepancy between the experimental results and the
calculated ones increases, so, for example, for T = 77,4K , it reaches

V)_HJ —1.4.
Po sat

This is due to the contribution of the anisotropy of the scattering mechanism (in this case, acoustic pho-
nons, for whichk_ = 0,76) [3].

As can be seen from Fig. 1, in strong magnetic fields, in addition to saturation of magnetoresistance, the
manifestation of quantum effects is also observed. The latter, in turn, are associated with a number of fea-
tures, in particular, the redistribution of electrons between valleys having effective electron masses of

0,26m, and 0,422m, respectively, leading to the appearance of negative magnetoresistance. This phenome-

non was first experimentally observed in [3] in Germany when studying the longitudinal magnetoresistance
at 20,4 K, and its theoretical interpretation was given in the work [4].

We observed this effect on n-type silicon when studying both longitudinal and transverse
magnetoresistance (at 77.4 K) in the following cases HI[[001], HII[[110], which is caused by the redistribution
of electrons between valleys, that is, interline transitions of electrons.

Fig.1 (Curves 1 and 2) shows that the magnetoresistance after saturation has a decline area, which is as-
sociated with a multi-valley model of the isoenergetic surface of the silicon conduction band, and it can be
easily understood from the following.

In the quantum limit, due to the nonequivalence of different valleys relative to the magnetic field, their
bottoms in the magnetic field rise differently due to the different effective mass in these valleys and the
migration of electrons from the upper valley to the lower ones begins, as a result of which the conductivity
increases, that is, the resistance decreases and a decrease in the magnetoresistance curves is observed.

The complete migration of electrons from the upper valley to the lower ones is carried out only in the
ultra-quantum region (whenAwy < 3kgT),

. L e-H : .
where h — is the Planck constant of division by 2n , @, = —— ,e — is the electron charge, H — is the mag-
m-cC

netic field strength, m is the effective mass of the electron, c — is the speed of light, kg — is the Boltzmann
constant, T — is the absolute temperature) only a part of the electrons moves.
Electron migration between valleys at H-400 kOe reaches

N _os1.
n;

Thus, the results of the experiment in n-type silicon clearly demonstrate the reliability of the mechanism
of negative magnetoresistance caused by the actual pumping of current carriers between the val-
leys of the conduction band, shifting along the energy scale in a quantizing magnetic field at different
“speeds”.

Note that with the help of uniaxial elastic deformation, the energy gap between the valleys can be
changed to a wider range than is achieved in quantizing magnetic fields and thereby verify the validity
of this interpretation of the observed negative magnetoresistance of n-type silicon at orientation
JI H Il [110].

The results of such experiments are shown in Figure 2. The data obtained on a uniaxially deformed
n-type silicon crystal proves that the decline in magnetoresistance (Fig.2, curve 1) is due to the interline
transition of electrons, which gradually disappears with an increase in mechanical stress (Fig.2, curves
4,6). In this case, the magnetoresistance is doubled in magnitude and the negative part of the curve
disappears completely. A low-amplitude magnetic resonance is observed on these crystals.
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Conclusions

The increase in the magnetoresistance of silicon with uniaxial pressure is explained as follows.The satu-
ration of the longitudinal piezoelectric resistance of n-type silicon in the case of XJ || [110] is determined by
the formula derived by one of the authors [5-7]:

[P_x} _ 202k +1)

= 2
3 M () “
Using this formula, {’D—XJ =135 was calculated, which is in good agreement with the experimental
Po Jsar
value of magnetoresistance L&J =1,354 (Figure 2, curve 1)
o sat

Combining the ratio (1) and (2), we obtain an expression that allows us to calculate the longitudinal
magnetoresistance in saturation by the magnetic field according to the measurement data of the longitudinal
piezoresistance at strong single-bearing deformations [8, 9]:

P _ Sk +1)(k+2)

= . 3
Prse 2k(2k+1)Kk +5) ®
The calculated value according to the formula (3) Prioe _ 0,73, which gives a good agreement with
X —>o

the experimental value — 0.732, shown in Fig.2 (curve 5,6). This proves the increase in magnetoresistance
with uniaxial pressure.
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HedopmanusijianFan 6ip ocbTi N-THNTEC KPEeMHUUAIIH
00IJILIK MATHUTTIKKe/Aeprici

TeTenme jxarmailapia KpeMHHIZEri TaJbBaHOMArHUTTIK acepiiepii (COHBIMEH KaTap TeH30acepiepai)
3epTTey Oyin ocepiepliH MEXaHH3MJAEpiH aHBIKTall KaHa KoWMaid, TayccMeTpiepAi, HH(PaKbI3bUT
JNETEKTOpJIApAbl, ce3iMTal TeH300eprimTi, KYMIEHTKITepAi JkoHE KEH IKHUTK JHana30HBIHBIH
TeHepaTOpJIapbIH KYpyFa MYMKIHAIIK Oepeni. Tepic MarHUTTIKKeAEpri MEXaHM3MiHIH OEpiKTiIIri 3epTTeNneTiH
KpHCTaNAapaslH  OipochTi cepmiMai  OeopMamuschl  apKbUIbl  Tekcepiami. bipoceTi  medopmarus
3NEKTPOHIAPBIH aHFapapallblK aybICYbIH OOJIBIPMAlIbl, HOTHXKECIHIE TepiC MarHUTTIKKeaeprici 0ipochTi
KBICBIMHBIH JKOFapbUIaybIMEH J>KOMbUIagpl. MyHmail KpucTanmapiblH KyOTBIK CHMMETPHSCH OY3bUIFaH
JKaFIalaa aHu30TPONTHl KYObUIbICTap maiaa Oonanpl. KpeMHUHAIH OTKI3TIIITIK 30HACEIHAH U303HEPTHSUIBIK
0eTTiH KemaHFapibl CHIIAThl THUIMJI Maccachl MEH pellaKcalys yaKbITHIHBIH aHM30TPOIMSICHIH aHBIKTAMIbI,
Oy TaceiManaay KYOBUIBICHIHBIH €peKIIeNiKTepiMeH OailaHbICThl. ATam aWTKaHIa, MarHUTTIKKeIepri
(TIpe3oKenepri) N309HEPTEeTHKAIBIK OSTTiH aHN30TPONHSICHIHA €H ce3iMTan 0oibin Tadbutanbl. COHFBICHIHBIH
MarHUTTIKKEAeprire ocepi MarHUTTIKKEAEPri KaHBIKKAH KYIITI MarHWTTIK epicTep aiMaFblHAAa aWKbIH
KepiHelli, OiTKeHI OOMIBIK MarHUTTIKKEAEPTICi TONBIFBIMEH JJIEKTPOH KO3FAITFBIIIBIHBIH aHU30TPOIHSACHIHA
0aliIaHBICTHI.

Kinm ce30ep: ranpBaHOMarHuTTIK 3 deKTTep, Mbe30Keaeprici, Tepic MarHUTTI Keaeprici, 0ipockTi KbICHIM,
N309HEPTeTHKAIIBIK alilMaKapaJIbIK ©TyJIep, ailMaKTHIK KUBUIBICYJIAp, KPEMHHUIIII MarHUTTIK Keepri.

O.[. buroxa, A. K. Celitmyparos, JI.Y. TaiimypaTtoBa, b.K. Ka36ekosa, 3.K. Aiimaran0eroBa

IIpomosibHOE MATHUTOCONIPOTHBJIEHHE
OJITHOCHO-1€()OPMHUPOBAHHOT0 KPeMHHsI N-TUINA

M3yuenne rampBaHOMarHUTHBIX 3((GEKTOB (a Takke TeH303()(PEKTOB) B KPEMHHHU B 3KCTPEMAIBHBIX YCIOBH-
SIX TIO3BOJISIET HE TOJIBKO BBISBUTH MEXaHM3MBI 3THX 3((PEKTOB, HO M BO3MOXXHOCTD CO3/IaHUS TayCCMETPOB,
MH(PPAKPACHBIX JAETEKTOPOB, YyBCTBUTEIBHBIX TCH30JaTYMKOB, YCHIIUTENEH U TeHEPaTOPOB IIUPOKOTO Yac-
TOTHOTrO JIuana3oHa. HaaexHOCTh MeXaHu3Ma OTPHLATEIBHOTO MarHETOCOIIPOTHBIICHHS IPOBEPEHa C IIOMO-
IIBIO OJITHOOCHOT'O YIPYroro neopMHUpPOBaHUS UCCIENyeMbIX KpuctaiuioB. OHOOCHAs JedhopMalus UCKITIO-
YaeT MEXIOJIMHHBIC TIePEeX0/Ibl IEKTPOHOB, BCIEACTBUE YEr0 MCYE3aeT OTPULATENFHOE MarHETOCOMPOTHB-
JICHHE C yBEJIMYCHHEM OJHOOCHOTO maBiieHus. IIpyu HapymieHHHn KyOH4ecKod CHMMETPUH B TAaKHX KPHCTAM-
J1aX BO3HUKAIOT aHM3OTPOIHBIC SIBICHHS. MHOTOTOIMHHOCTh M309HEPTeTHUECKON IOBEPXHOCTH JHA 30HBI
MPOBOJVMOCTH KPEMHHS 00YCIIOBIMBACT aHU30TPOIHH 3()PEKTHBHONH MacChl M BPEMEHH pellaKCallny, ¢ KO-
TOPOH CBSA3aHBI OCOOCHHOCTH SIBIICHUS IIEpeHOca. B 4acTHOCTH, MarHETOCONPOTUBIICHHUE (ITb€30CONIPOTUBIIE-
HHE), KOTOpoe SBIsieTCs HauOosiee YyBCTBHTENIBHBIM K aHM30TPOIUH H30IHEPreTHYECKOH MOBEPXHOCTH.
BnusHue mocnenHeld Ha MarHeTOCONPOTHBIEHUE HauOojee OTUETIMBO BBLIBISCTCA B O0JACTH  CHIIBHBIX
MarHUTHBIX IOJIEH, IJie MArHETOCONPOTHBIICHUE HACHIIACTCS, TaK KaK IPOJ0JIbHOE MarHETOCONPOTHBIICHHE
BCEIeJI0 O0YCIIOBJICHO aHM30TPONUEH MOABHKHOCTH DJICKTPOHOB.
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Kniouesvie cnosa: raibBaHOMarHUTHBIC S(I)CPCKTH, II'bE30COIIPOTUBIIEHUE, OTPULATEIBHOEC MAarHUTOCOIIPOTUB-
JIEHUs, OJHOOCHOE€ MaBJICHUEC, H30OHEPIrETHYCCKOC MCEXKIOJIMHHBIC TMEPEXOAbI, IEPECCUCHUE TOJIUHBI,
KPEMHHUEBOC MarHUTOCOTIPOTHUBIICHUE.
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Influence of the environment on the morphology, optical and electrical
characteristics of the PEDOT:PSS polymer

The paper presents the results of studying the influence of the environment on the surface
structure, optical and electrical characteristics of the PEDOT:PSS film. The studies have been
carried out in three different types of atmosphere under the same conditions of thermal annealing
of the films. It has been established that the modification of the surface of a polymer film with
ethanol and isopropanol in vacuum, in a nitrogen atmosphere, and in the air atmosphere leads to a
change in the surface morphology and the optical electric transport properties of the polymer.
Depending on the environment, when the PEDOT:PSS film is modified with a certain
concentration of ethyl and isopropyl alcohols, the absorption spectra show a shift in the absorption
maximum responsible for PEDOT to the short-wavelength region of the spectrum, as well as a
decrease in the absorption peak of the part of the spectrum responsible for the absorption of the
aromatic fragment PSS. It is identified that the structural features of the PEDOT:PSS surface
morphology affect the electrical transport parameters of the films: R; is the resistance of the
PEDOT:PSS polymer film, R.: is the charge -carrier transfer resistance at the
PEDOT:PSS/electrode interface, k. is the effective charge carrier extraction rate and .5 is the
effective transit time of charge carriers. The optimal technological parameters for film production
have been determined, at which the electrical transport properties of PEDOT:PSS polymer films
are increased.

Keywords: PEDOT:PSS, isopropanol, ethanol, vacuum, nitrogen atmosphere, air atmosphere,
surface morphology, optical spectroscopy, impedance spectroscopy.

Introduction

Currently, global manufacturers of electronic devices and components for solar energy pay special
attention to elements based on organic semiconductor materials (OPV) [1-3]. The photoelectric
characteristics of OPV devices are strongly influenced by the structural features and surface morphology of
the organic material of the films they are made of [4, 5].

The most common organic semiconductor polymer used PEDOT:PSS as a hole transport layer (HTL) in
OPV devices [6]. The electrical transport properties of PEDOT:PSS directly depend on the surface
morphology, which, in turn, depends on the type of dopants, solvents, annealing temperature, and
environment. Alcohols are suitable and effective additives in PEDOT:PSS due to their low cost, non-toxicity,
and good polymer solubility in it [7, 8]. The addition of alcohol solvents to the PEDOT:PSS polymer leads to
a significant increase in conductivity [9, 10]. In addition, due to low boiling points, alcohols are easily
removed during heat treatment, and alcohol-treated PEDOT:PSS films are smooth, which makes them well-
suited for use as an HTL layer in organic photoconverters [11].

It should be noted that the heat treatment of PEDOT:PSS films leads to an increase in the crystallinity
of the polymer and a change in the surface morphology [12—16]. At the same time, the combined influence
of the environment and annealing of PEDOT:PSS films on the surface structure, optical and electrical
characteristics of the PEDOT:PSS film have not been practically studied [17-20].

In this regard, in this paper, we carried out studies on the influence of the environment on the structural,
optical, and electrical transport parameters of the films. To change the surface morphology, PEDOT:PSS
films were obtained in a vacuum, nitrogen, and air atmosphere, with the addition of a certain concentration
of alcohols. The obtained results were analyzed by comparing the surface morphology, optical and
impedance spectra of PEDOT:PSS films.
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Experimental

Films were obtained in three different environments: in vacuum, in nitrogen and air atmosphere. To
change the surface morphology, the polymer with hole conductivity PEDOT:PSS was extended with a
certain concentration of alcohol (ethyl, isopropyl) and placed in the test environment. A comparative analysis
of the modified PEDOT:PSS film was carried out by comparing the structure of the surface morphology,
optical and electrical transport properties, depending on the preparation environment.

Figure 1 shows the structural formulas of the compounds. The preparation of the substrates was carried
out according to the procedure [21]. We used PEDOT:PSS (1%, Ossila Al4083), Isopropanol, Ethanol (pure
99.9% Sigma Aldrich). Before starting the experiments, the PEDOT:PSS solution was filtered through a
0.45-micrometer filter. PEDOT:PSS films were obtained on the surface of quartz glass by centrifugation (on
a SPIN150i centrifuge manufactured by Semiconductor Production System) at a rotation speed of 5000 rpm.
The choice of the concentration of alcohol solvents was determined based on the studies of the authors [22].
They proved that the optimal proportion of alcohol in the polymer is 50% by weight.
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Figure 1. Chemical structure of Ethanol, Isopropanol, PEDOT and PSS

For experiments in a vacuum, the samples were placed in a vacuum furnace (YHCHEM, Shanghai
Yuanhuai Industrial Co.) and annealed at 120°C for 10 minutes. For experiments in a nitrogen atmosphere,
the samples were deposited and annealed at 120°C for 10 minutes in a specialized two-chamber inert
atmosphere glove box (CY-VGB-6-1I-LD, Shanghai Yuanhuai Industrial Co.). To carry out experiments in
air, the samples were deposited at room temperature and annealed at 120°C for 10 minutes.

The surface topography of the samples was studied using an atomic force microscope (AFM) JSPM-
5400 (JEOL, Japan). The AFM images were processed using a special modular program for analyzing
scanning probe microscopy data (Win SPMII Data-Processing Software). Surface morphology, roughness of
PEDOT:PSS thin films were analyzed from AFM images. The images of the surface of the PEDOT:PSS
films were obtained in the mode of the semi-contact scanning method. The absorption spectra of the studied
samples in the range of 200-1100 nm were recorded on an AvaSpec-ULS2048CL-EVO spectrometer
(Avantes). The impedance spectra were measured using a P-45X potentiostat (Elins) with an additionally
installed FRA-24M frequency analyzer module. Fitting and analysis of the spectrum parameters were carried
out using the EIS-analyzer software package, according to the procedure [23].

Results and Discussion

Figure 2 illustrates images of the surface morphology of PEDOT:PSS films in a vacuum with different
ratios of ethyl and isopropyl alcohols. Table 1 shows the roughness values of PEDOT:PSS films. Figure 2
shows that the PEDOT:PSS film without the addition of alcohols after thermal annealing has a rather
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pronounced relief. At the same time, the surface morphology has a pronounced heterogeneity; the surface
roughness is 0.64 nm.

Vacuum
-
500 nm
- ]
PEDOT:PSS 50% PEDOT:PSS/ 50% PEDOT:PSS/
50% ethanol 50% isopropanol
Nitrogen
) 500 nm » ' 500 nm
PEDOT:PSS 50% PEDOT:PSS/ 50% PEDOT:PSS/
50% ethanol 50% isopropanol
Air

500 nm
—l

PEDOT:PSS 50% PEDOT:PSS/ 50% PEDOT:PSS/
50% ethanol 50% isopropanol

Figure 2. Surface morphology images of PEDOT:PSS films

In PEDOT:PSS film prepared in 50/50 ethyl alcohol, the surface roughness of PEDOT:PSS film is
reduced to 0.45 nm. The addition of 50/50 isopropyl alcohol to the PEDOT:PSS film resulted in smoothing
of the film surface with a roughness of 0.43 nm. Comparative analysis of changes in surface roughness
showed that in the process of film preparation with the addition of ethyl alcohol, the surface roughness
decreases by 1.4 times, and isopropyl alcohol — by 1.5 times.

Figure 2 also demonstrates images of the surface morphology of PEDOT:PSS films prepared in a
nitrogen atmosphere after exposure to ethyl and isopropyl alcohol vapors in a ratio of 50/50%. The
PEDOT:PSS film has an inhomogeneous surface structure with a roughness of 0.65 nm (Table 1).

When the PEDOT:PSS polymer film is kept in ethanol vapor in an inert atmosphere, the surface is
smoothed. The film roughness decreased and amounted to 0.58 nm (Table 1). When keeping the film in
vapors of isopropyl alcohol, the roughness of the PEDOT:PSS film was 0.43 nm. Thus, the obtained results
indicate that the smallest film surface roughness is obtained upon annealing in isopropanol vapor.
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To study the effect of the air atmosphere on the polymer surface morphology, the film was kept in
vapors with a certain concentration of ethyl and isopropyl alcohols. It can be seen from Figure 2 that the
PEDOT:PSS film has a grain structure. At the same time, against the background of a fine grain structure,
large particles are observed; the surface roughness is 0.63 nm (Table 1).

After treatment with alcohol vapors for 10 minutes, the proportion of large particles decreases
significantly, the roughness becomes 0.48 nm for ethyl alcohol and 0.45 nm for isopropyl alcohol. The
addition of alcohol solvents to the film causes a smoothening of the film surface.

Table 1

Surface roughness of PEDOT:PSS films at different concentrations of alcohols
in the volume during annealing in vacuum, nitrogen and air atmosphere

Sample Ra, nm
Vacuum
PEDOT:PSS 0.64
50% PEDOT:PSS/50% ethanol 0.45
50% PEDOT:PSS/50% isopropanol 0.43
Nitrogen
PEDOT:PSS 0.65
50% PEDOT:PSS/50% ethanol 0.58
50% PEDOT:PSS/50% isopropanol 0.43
Air
PEDOT:PSS 0.63
50% PEDOT:PSS/50% ethanol 0.48
50% PEDOT:PSS/50% isopropanol 0.45

Figure 3a shows the absorption spectra of PEDOT:PSS films prepared in a vacuum, annealed at
T=120C° with 50% ethanol and isopropyl alcohol. It can be noted that the original PEDOT:PSS film has a
maximum at a wavelength of 1; = 216 nm with a spectral half-width of 10.2 nm (Table 2). In the absorption
spectra of all films, a shoulder 4 is observed with a maximum at 224 nm (Fig. 3a). The absorption bands
with a maximum at 224 nm are associated with the absorption of the polymer PSS — poly(styrenesulfonate)
[24].

When ethyl alcohol is added to the film during preparation, the positions of the maxima in the
absorption spectra do not change, only a decrease in the optical density and a decrease in the half-width of
the spectrum are observed. The value of the maximum at a wavelength of 216 nm decreased by 1.2 times,
and at a wavelength of 224 nm — by 1.3 times.

A comparison of the shapes and positions of the absorption spectra maxima of films with isopropyl and
ethyl alcohol showed no visible changes. The half-width of the absorption spectrum remained within the
same range as for ethyl alcohol. The values of the optical density at the absorption maxima decrease. The
value of the maximum at a wavelength of 216 nm decreased by 1.8 times, and at a wavelength of 224 nm —
by 2.3 times.

Figure 3b presents the absorption spectra of PEDOT:PSS films prepared in a nitrogen atmosphere.
Table 2 indicates the absorption spectra parameters. The absorption maximum of the original PEDOT:PSS
film is 216 nm with a half-width of 9 nm. It can be seen from Figure 3b that the absorption spectra of the
PEDOT:PSS films treated with alcohol vapors in an inert gas atmosphere show a change in shape. Thus, in
addition to the short-wavelength narrow band, a rather broad long-wavelength band with a maximum of 230
nm is observed in the spectrum. Also, when the film is treated in alcohol vapors, the absorption spectrum of
the final film shows a shift of the absorption maximum relative to the initial film to the short-wavelength
region of the spectrum. Moreover, a shift is observed for the short-wavelength maximum, which is
responsible for the PEDOT component, while the position of the long-wavelength maximum remains
constant. The values of optical densities decrease at the absorption maximum. For the film treated with ethyl
alcohol vapor, the optical density decreased to a value of 0.53, and for isopropyl alcohol — to 0.48 (Table 2).
The half-width of the spectra does not change.
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Figure 3. Absorption spectra of PEDOT:PSS films in vacuum (a), nitrogen atmosphere (b) and air atmosphere (c)

Figure 3¢ shows the absorption spectra of the original PEDOT:PSS film and PEDOT:PSS films treated
in alcohol vapor prepared in air. It can be seen that the initial PEDOT:PSS film has a maximum at a
wavelength of 4; = 224 nm with a spectral half-width of 28 nm (Figure 3c). In the absorption spectra of all
films, a shoulder with a maximum of 260 nm is observed, which is associated with the absorption of the PSS
aromatic fragment [24]. The position of the absorption maxima of the films obtained by preparing
PEDOT:PSS solutions with alcohol solvents does not change, the half-width of the spectra increases (Table
2).

The value of the optical density at the absorption maximum does not undergo significant changes.
Treatment with ethanol vapor leads to a change in the value of optical density at the maximum of short-
wavelength absorption by 0.1, and the value of the long-wavelength shoulder practically does not change.
When treated with isopropyl alcohol vapor, a similar picture is observed.

It should be noted that a comparative analysis of the change in the optical density values at the
absorption maxima of the films shows that for isopropyl alcohol a greater decrease in absorption is observed
than for ethyl alcohol.

Table 2 lists the characteristics of the absorption spectra of PEDOT:PSS films in various types of
atmosphere.
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Table 2
Characteristics of absorption spectra of PEDOT:PSS films
Sample Absorption Peaks D1 D2 FWHM, nm
A1, nm A2, nm
Vacuum
PEDOT:PSS 216 224 0.58 0.28 10
50% PEDOT:PSS/50% ethanol 216 224 0.55 0.25 9.5
50% PEDOT:PSS/50% isopropanol 216 224 0.49 0.18 8.5
Nitrogen
PEDOT:PSS 216 230 0.61 0.24 9
50% PEDOT:PSS/50% ethanol 215 230 0.53 0.19 9
50% PEDOT:PSS/50% isopropanol 214 230 0.48 0.14 9
Air
PEDOT:PSS 224 260 0.28 0.03 28
50% PEDOT:PSS/50% ethanol 224 260 0.27 0.03 29
50% PEDOT:PSS/50% isopropanol 224 260 0.25 0.02 32

Next, we studied the effect of modification of the PEDOT:PSS structure on the transport of charge
carriers in the cells of the FTO/PEDOT:PSS/ALI structure using the method of impedance spectroscopy. The
analysis of the impedance measurement results was carried out according to the diffusion-recombination
model and the equivalent circuit shown in Figure 4a was used for the fitting, where CPE is a constant phase
element, which is an equivalent component of an electrical circuit that simulates the behavior of a double
layer but is an imperfect capacitor. The main electrical transport parameters were calculated from the spectra
(Table 3), where: k. is the effective charge carrier extraction rate from PEDOT:PSS, 7.y effective transit time
through PEDOT:PSS, R; is the resistance of the PEDOT:PSS film, R.\ is the resistance of charge carrier
transfer at the PEDOT:PSS/electrode interface. Figure 4b designates the diagram of the movement of charges
in the cell.

Figure 4. Equivalent electrical circuit (a) and scheme of charges transport in the cell (b)

Figure 5 indicates the impedance spectra of PEDOT:PSS films in vacuum, nitrogen and air
atmospheres. Table 3 shows the values of the electrical physical parameters of the films. As can be seen from
the Table 3, the modification of PEDOT:PSS with organic solvents in various types of atmosphere affects the
transport of charge carriers in PEDOT:PSS. Cells based on films obtained from solutions with organic
solvents (ethanol, isopropanol) have better electrical transport properties (Table 3). In all types of
atmosphere, the addition of ethanol reduces the resistance of the PEDOT:PSS (R)) film and the resistance of
the PEDOT:PSS/AI (R..) interface, which increases the efficiency of hole transport from FTO to Al through
PEDOT:PSS. When using isopropyl alcohol, the decrease in R, and R., is more significant: in a vacuum, R;
decreased by 2.6 times, while R.. decreased by 3.9 times compared to the original PEDOT:PSS, in a
nitrogen atmosphere, the film resistance decreased by 2 times, and the resistance the interface decreased by
2.4 times compared to PEDOT:PSS, and in air atmosphere, the resistances R; and R..; decreased by 2.3 and
3.1 times, respectively.
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Figure 5. Impedance spectra of PEDOT:PSS films in vacuum (a), in nitrogen atmosphere (b) and in air atmosphere (c)

The values k. and 7.y characterize the effective charge carrier extraction rate from PEDOT:PSS and the
effective transit time through PEDOT:PSS. As can be seen from Table 3, the addition of ethyl and isopropyl
alcohol to PEDOT:PSS has a noticeably positive dynamic in k.; and 7.z The atmosphere in which the films
are prepared also influences these parameters. When ethyl alcohol is added to the film, a positive dynamics is
observed. However, the best results are shown by films prepared with the addition of isopropyl alcohol. The
effective charge carrier extraction rate from PEDOT:PSS films obtained from a solution with isopropyl
alcohol more than doubled, and the effective transit time of charge carriers decreased inversely. The highest
value of z.; is observed in films prepared in the air atmosphere (Table 3). This means that the lifetime of
charge carriers in films prepared in air is longer than in films prepared in a vacuum and a nitrogen
atmosphere. Holes injected into PEDOT:PSS diffuse to the electrode, where they recombine with electrons.
Fast transport of injected holes to the outer electrode is paramount since this reduces the probability of their
reverse recombination. In our case, fast hole transport is provided by improving the structure of PEDOT:PSS
after adding isopropyl alcohol to the initial solution, which leads to an improvement in the quality of the
PEDOT:PSS/FTO interface [25, 26].
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Table 3
The value of the electrical physical parameters of the films
Sample | Rn, Q | Rext, Q | Kett, 87! | Teff, MS

Vacuum

PEDOT:PSS 268.7 48745 157.5 6.4

50% PEDOT:PSS/50% ethanol 148.5 21054 259.4 3.9

50% PEDOT:PSS/50% isopropanol 104.7 12487 348.1 2.9
Nitrogen

PEDOT:PSS 197.8 36748 74.8 134

50% PEDOT:PSS/50% ethanol 104.2 16874 110.8 9.1

50% PEDOT:PSS/50% isopropanol 98.5 15478 154.5 6.5

Air

PEDOT:PSS 145.9 28876 48.5 20.6

50% PEDOT:PSS/50% ethanol 65.5 13564 53.7 18.6

50% PEDOT:PSS/50% isopropanol 63.7 9456 92,1 10.9

Conclusions

An analysis of the experiments showed that changing the film preparation environment and adding an
alcohol solvent affects the surface structure of PEDOT:PSS films, which, in turn, affects the process of
charge carrier transport. It has been established that the addition of alcohol to the PEDOT:PSS polymer in all
types of studied atmospheres leads to a decrease in surface roughness. When the PEDOT:PSS surface is
modified in different types of atmosphere, the absorption spectra show shifts in the maximum of the
absorption spectra responsible for PEDOT in the short-wavelength region, as well as a decrease in the
absorption of the PSS aromatic fragment. Changes in the structure and morphology of the PEDOT:PSS
surface affects the electrical transport parameters of the films. It has been established that the surface of the
PEDOT:PSS film modified in the volume of isopropyl alcohol and prepared in air atmosphere has the lowest
resistance parameters R, and R.., and the highest value of 7.5, at which, due to the change in the structure of
the PEDOT:PSS surface, the fastest transport of charge carriers is ensured.
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K.C. PoxxkoBa, A.K. Alimyxanos, A.K. 3elinunenos, A.M. AnekceeB

PEDOT: PSS nosmmMmepinin Mop¢010rusicblHA, ONITHKAJBIK KIHE
31eKTPOGU3NKAIBIK CHIATTAMAJAPbIHA KOPIIAFAH OPTaHBIH dcepi

Makanaga PEDOT: PSS mueHkachlHbIH O€TTIK KYPBUIBIMBIHA, ONTHKAIIBIK JKOHE AIICKTPOPHU3NKAIIBIK
cHIaTTaMaliapblHa OPTaHBIH CEpiH 3epTTey HoTIKedepi OepiiareH. 3eprreynep arMochepaHblH yII Typiii
TYpiHZE IUICHKAIapAbl TEPMUSUIBIK OHACYIIH TCH jKaFaailbiHaa xKyprizingi. Bakyymaa, a3ot opraceinia xoHe
atMocdepaga OSTHI JKOHE H3OMPONMI CHHPTTEpiMEH IMOJUMEpi IUICHKaHbIH OeTiH e3repty OerTik
MOP(OJIOTHSHBIH, TOJUMEPAIH ONTHKAIBIK OJIEKTPIIK KACHETTEPiHIH e3repyiHe OKeJeTiHI aHBIKTaJIbL.
PEDOT: PSS meHkacelH Momudukanusiay KesiHAe opTara OailIaHBICTBI ATHJI JKOHE H3ONPOIIMII
criupTTepiHiH Oenrimi Oip KoHIEHTpanmschiMeH yTeiry crektpinge PEDOT jxayam OeperTiH KyThuTy
MaKCHMYMBIHBIH CHEKTPIiH KbICKAa TOJKBIHIBIK afiMarblHa aybICybl, COHAa#-ak PSS xomr wmicti ¢parmenTi
JKYTBUTYFa jkayar OepeTiH CrieKTpaiH Oip GemiriHiH XKyThUTy IIBIHBIHBIH TOMeHzaeyi Oaiikanansl. PEDOT: PSS
6eTTik  MOP(OJIOTUACHIHBIH ~ KYPBUIBIMABIK ~ CPEKIISNiKTepl  JJIEKTPNiK TachiMajgay IUICHKACHIHBIH
napamerpiepine ocep ereni, Mpicansl: Ry - PEDOT: PSS nonumepii rmieHKachiHbIH Keaeprici, Rex - PEDOT:
PSS / snektpox wHTepdelciHmEri 3apsaa TachIMaNIayIIbUIAPABIH TACBIMAIIAY KEIEPrici, key - 3apsn
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TachIMaliay bLIAP/bl ayAbIH THIMJ1 *KbUIAAMIbIFbI XKOHE Tef - 3aPA] TAChIMaJJayIbLIAPAbIH THIMII yIIy
yakpiTel. PEDOT: PSS monmMepiti mieHKadapAblH 3JICKTPIIK TackiMajigay KacHeTTepl >KOFapbUIaiiThIH
TUICHKAJIAP/Ibl ATy IbIH OHTAIIIbI TEXHOJIOTUSUIBIK TTapaMeTpIiepi aHbIKTAJIBI.

Kinm cesoep: PEDOT: PSS, Izopropanol, Ethanol, Bakyym, a3zor armocdepacsl, aya armocdepackl, O6eTTik
MOP]OJIOTHs, ONTHKAIIBIK CHEKTPOCKOIINS, IMIIEJAHC CIIEKTPOCKOIHSICHL.

K.C. PoxkoBa, A.K. AlimyxanoB, A.K. 3elinnaeHoB, A.M. Anekceen

Bausinne cpeabl Ha MOp(doOJIOru0, ONTHYECKHE U IJIEKTPO(PU3HUeCKHe
xapakTepucTtuku nogumepa PEDOT: PSS

B paGote npencraBieHsl pe3yIbTaThl UCCIICIOBAHMS BIMSHUS CPENbl HA CTPYKTYPY ITOBEPXHOCTH, ONTHUE-
ckue " 3ekTpodusndeckue xapakrepuctuku mieHkn PEDOT: PSS. HccrnenoBanus mpoBOIMINCH B TPEX
Pa3HBIX TUIAX aTMOC(hepsl IIPU PABHBEIX YCIOBUSIX TEPMHUYECKOTO OTXKHIA IUICHOK. Y CTAHOBJICHO, YTO MOJU-
(UKaIHs MOBEPXHOCTH MOJIMMEPHOH IUICHKH 3THJIOBBIM M H3ONPONMIOBBIM CIIUPTaMH B BaKyyMe, B cpejie
a30Ta U Ha aTMoc(epe NPUBOJUT K H3MEHEHHIO MOP(HOTIOTHH TOBEPXHOCTH, ONTHYECKHUX JIEKTPOTPAHCIIOPT-
HBIX CBoOifcTB monumepa. [TokasaHo, 4To, B 3aBUCHMOCTH OT cpefpl npu Moaudukauuu mwieHkn PEDOT: PSS
OTIPE/IENICHHON KOHLEHTPALUH 3TUIOBOTO M W3OMPOIHIOBOTO CIMPTOB, B CIEKTpax MOTJIOMIEHNsT HaOmoaa-
eTcd COBUI MakCHMMyMa rorioiueHnusi, orsedatomero 3a PEDOT, B KOpOTKOBOJIHOBYIO 001acTh CIIEKTpa, a
TaKKEe YMCHBILICHUC IUKA IOMVIOLICHUS YacTU CIEKTPa, OTBEYAIOLICIO 3a IOMIOLICHUE apOMaTHYECKOro
¢parmenTa PSS. ITokazaHo, 4To cTpyKTypHBEIE 0coOeHHOCTH Mopdoorun nosepxaoctd PEDOT: PSS oxa-
3BIBAIOT BIIMSIHHE Ha JJIEKTPOTPAHCIIOPTHBIC TTapaMeTPHl INICHOK, TaKHe KaKk Ry — CONPOTHBIEHHE MOIUMEp-
ot ek PEDOT:PSS; Rexx — conpoTuBienue nepeHoca Hocutenei 3apsna Ha rpanuue pasznena PEDOT:
PSS/anextpon; key — 3dbdexTuBHAs CKOPOCTh U3BICUEHHS HOCUTENEH 3apaa U Tef — 3P(EKTUBHOE BpeMs
nposeTa HocuTenel 3apsana. OnpeaeneHsl ONTHMalbHbIE TEXHOIOTHYECKHE TTapaMeTphl MOMy4YeHHs TIEHOK,
IIPU KOTOPBIX MOBBILIAIOTCS 3IEKTPOTPAHCHIOPTHEIE cBOMcTBa moauMepHbIX mieHok PEDOT: PSS.

Kunioueswie crosa: PEDOT:PSS, Izopropanol, Ethanol, Bakyym, atmocdepa a3ora, atmocdepa Bo3myxa, Mop-
(oorust HOBEPXHOCTH, ONTHYECKAst CIIEKTPOCKOIIHS, UMIICJaHCHAS CIIEKTPOCKOIIHS.
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The study of carbon nanomaterials by IR-Fourier spectroscopy,
obtained by the action of an ultrasonic field on graphite

In this work, the absorption lines corresponding to nanomaterials (nanotubes, nanofibers, graphene), as well
as vibrational spectra in the studied samples of graphene structures obtained by processing an ultrasonic field
on an aromatic hydrocarbon and pure graphite, are studied by IR-Fourier spectroscopy. With an increase in
time in the studied spectra of ultrasonic treatment on pure graphite, absorption bands are observed in the fre-
quency range of v=2967,7 cm’}, 2926,1 cm™, 2853 cm™, 1449 cm’, related to stretching and deformation vi-
brations of the bond C-H of saturated aromatic hydrocarbons. The spectra of carbonyl (carbon) compounds of
the C-C bond are also noted in the regions of the absorption bands: 1449,9 cm™'+1652,6 cm™. This means that
in the IR spectra, with an increase in the time of sonication, the carbon formations of asymmetric stretching
vibrations of C-C bonds increase. In these frequency ranges, the absorption bands corresponding to adsorbed
benzene are not observed. With an increase in the processing time of the samples, the absorption band of OH
hydroxyl groups is not observed. In the samples under study, numerous aromatic carbon-carbon bonds are ob-
served, due to the collective groups of vibrations of carbon nanomaterials (graphene structures, nanofibers,
single-layer and multilayer carbon nanotubes, etc.).

Keywords: carbon nanosystems, polyaromatic condensed systems, aromatic hydrocarbon, carbonate-
carboxylate compounds, absorption lines, by IR-Fourier spectroscopy, stretching and deformation vibrations,
ultrasonic treatment.

Introduction

Carbon nanomaterials (fullerene, nanotubes, graphene) are topical materials in modern materials sci-
ence. The introduction of small additives of carbon nanoparticles with a developed and active surface makes
it possible to provide new properties of materials such as sorption capacity with respect to heavy metals [1].

Multilayer (technical) graphene is of great interest for studying its properties and applications in mod-
ern materials science. Such graphite nanoplanes are obtained as a result of its oxidation and subsequent de-
struction by ultrasound by the Hammer method [2].

Due to the fact that this method (Hammer method) is due to the release of toxic reaction products, the
method of combined action of ultrasound and surfactant has received wide practical application. The ad-
vantage of the method is that the substances used are non-toxic, but the power and duration of ultrasonic in-
teraction are increased [1].

The authors of [3] studied intense bands in the region of 1700—1450 cm ', which correspond to stretch-
ing vibrations of the carbon plane of graphene. In the region of 1450-1000 cm ' the most intense vibrations
correspond to deformation vibrations of the graphene plane and deformation vibrations of terminal C-H
bonds [3]. The most intense band (about 900 cm ') corresponds to the out-of-plane vibrations of C—H bonds
[3]. It should be noted that the ratio of the intensities of carbon plane stretching vibrations C—H bonds out-of-
plane vibrations can be used to estimate the size of graphene fragments [3, 4].

The spectra of the initial graphite powder and graphene are well described by the authors of [1]. Two
absorption maxima were obtained by IR spectroscopy at 1273 and 2373 cm', which we attributed to the C—
O-C and C-0, bonds in accordance with the data of [5]. The formation of these bonds is due to the oxidation
of graphite and the formation of broken carbon-carbon bonds, which increases the reactivity of the resulting
graphene. Graphene which does not have OH groups on the surface is hydrophobic, which makes it difficult
to introduce it into binders [1].
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Experimental

In this work, samples obtained by ultrasonic treatment of pure graphite and aromatic carbon (benzene)
were studied by the IR-Fourier spectroscopy. The absorption lines corresponding to carbon nanosystems
(nanotubes, graphene structures, etc.) and carbonate-carboxylate compounds and polyaromatic condensed
systems in the studied samples have been studied and analyzed. With an increase in the time of sonication,
numerous single carbon—carbon bonds are formed due to the collective modes of carbon nanostructures, in-
cluding carbon nanotubes [5, 6].

According to [1], during ultrasonic interaction with graphite and the preparation of graphene
nanoplanes, two absorption maxima appear at 1273 and 2373 cm™'. As mentioned above, such absorption
peaks signify the formation of symmetrical C—O—C and C—O2 bonds [7]. These values allow us to conclude
that the formation of bonds reflects the oxidation of graphite at broken C—C bonds. The presence of —OH
groups chemically bonded on the surface confirms the value of the spectrum at 3414 cm ™' [1].

Results and Discussion

Carbonate-carboxylate compounds and polyaromatic condensed systems in the studied graphene-
containing structures obtained by processing an ultrasonic field on an aromatic hydrocarbon (benzene) and
pure graphite have been studied and interpreted by IR-Fourier spectroscopy.

In the IR spectrum of the original sample there are absorption bands of OH hydroxyl groups in the re-
gion of absorption bands v=3440.6 cm-1 (Figure 1).
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Figure 1. IR-Fourier spectrum of the original sample

In the range v=2000—4000 cm™' there are intense absorption bands, v=1075.7 and 602.7 cm™. These
ranges contain absorption bands related to the stretching and bending vibrations of silicon, aluminum, and
iron oxide groups. According to the literature data [8], graphite contains ash containing oxides of silicon,
aluminium, and iron with a content of 5-20%.

Since the absorption bands of metals in the IR spectra are in the range v=700 - 50 cm™, the marked ab-
sorption bands belong to oxides of silicon, aluminium, and iron.

Figure 2 shows the IR spectrum of a sample treated for 10 minutes. This spectrum contains very weak
absorption bands at 1039 and 1008 cm’ of silicon, aluminium, and iron oxides; this is due to the washing out
of ash impurities from graphite during sonication. There are no signs of benzene adsorption, since there are
no absorption bands in the range v=3100 - 3000 cm™, as well as at v=1600 and 685 cm™.
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Figure 2.IR-Fourier spectrum of a sample treated for 10 minutes

Stretching vibrations of the C-C bond are present in the ranges of absorption bands v=1100 - 900 cm™.

Figure 3 illustrates the IR spectrum of a sample treated for 20 minutes. The spectrum shows stretching
vibrations of the C-C bond in the range v=1100 - 900 cm™, as well as stretching and deformation vibrations
of the C-H group in the region of absorption bands v=1449 cm-' 2967, 2926, 2853. Benzene adsorption is
not observed.
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Figure 3. IR-Fourier spectrum of a sample treated for 20 minutes

In the IR spectrum of the sample treated with ultrasound for 120 minutes, there are new absorption
bands v=2967.7, 2926.1, 2853, 1449 cm, related to the stretching and deformation vibrations of the C-H
bond of saturated aromatic hydrocarbons (Figure 4).
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Figure 4. IR-Fourier spectrum of a sample sonicated for 120 minutes

There are also stretching vibrations of the C-C bond in the region of the absorption bands 1449.9 -
1652.6 cm™.

In the region of absorption of bonds (metal — oxygen) Me—O (700 - 50 cm™), one band is observed at
602.7 cm™, with an increase in the time of ultrasonic treatment of benzene and graphite. No absorption bands
corresponding to adsorbed benzene (in the range of absorption bands v=3440.6-2967.7 cm™, 1547.7 cm’’
and 602.7 cm™) were found. As a result of studies carried out on an IR-Fourier spectrometer, a decrease in
the ash content of graphite with the time of sonication was established. It is noted that an increase in carbon
formations of stretching vibrations of C-C bonds.

Conclusions

As a result of the studies carried out by the method of IR spectroscopy, a decrease in the ash content of
graphite with the time of sonication was established. It is shown that an increase in carbon formation of
stretching vibrations of carbon-carbon bonds with an increase in the processing of the ultrasonic field.

Based on these data, it can be concluded that vibrations of single carbon-carbon bonds of carbon nano-
systems are observed in the ranges of 1320-1652.2 cm™ [5, 6].

IR-Fourier studies show that the absorption bands in the ranges of 1652.2, 1574.7 and 1449.9 cm™ are
due to the absorption of collective modes of carbon nanosystems (multilayer nanotubes, graphenes, fullere-
nes and nanofibers). In terms of their structure, carbon nanosystems can be considered three-dimensional
analogues of aromatic compounds [4, 5]. Thus, IR spectroscopic studies confirm the formation of carbon
nanosystems in the samples under study, which is in good agreement with literature data [5, 6, 9, 10].
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b.A. baittum6etoBa, K.C. Tomy6aes, FO.A. PsOukuH,
1.0. Myp3zanunos, b.A. XXayrukos, I'.C. Jlaup6exoBa

I'padurke yabTpaabIObICTBIK 6PIC 3cep eTKEeH Ke3/le aJIbIHATbIH
KOMipTikTi HaHOMaTepuaaaapabsl UK-®ypbe ciekTpocKon daiciMeH 3eprrey

Kymeicta crnektpockonusinelH WK-®Dypre omiciMeH THICTI HaHOMaTepHANJApAbIH (HAHOTYTIKILIEINEp,
HAHOTAJIIBIK, Tpad)eH) KYTHUTY CHI3BIKTAPHI, COHBIMEH KaTap YJIbTPagbIOBICTHIK OPICTI XOII HICTI KOMIpCYTEeK
nmeH Tasza rpaduTke eHIey KesiHAe anblHFaH TpadeH KYpbUIBIMIAPBIHBIH 3€PTTENeTiH YITiaepiHaeri
TepOenMeni CIeKTpiepi 3epTTENreH. 3epTTENeTiH YAbTPaAbIOBICTRIK OHJICY CICKTpIepiHae Ta3a rpaduTke
YaKbITTHIH JKOFapbUlaybIMEH KaHBIKKAH XOII MicTi keMipcyTekrepaiH C-H OaiiaHBICHIHBIH BaJEHTTIK jKOHE
neOPMAIHSIEIK ayBITKyTapbiHa KaTaTeiH v=2967,7 cM™', 2926,1 cm’!, 2853 cm’!, 1449 cm' skmimikrep
afiMarblHIa CIiHIpY JKoNakTapbl Oaiikamamsl. Conpaii-ak, 1449,9 CM'1+1652,6 oM’ CIHIpY JKOJIaKTaphl
aiimarpiHa C-C OaiimaHbICHIHEIH KapOOHWIAI (KOMIPTEKTi) KOCBUIBICTAPBIHEIH crekTpiepi kepinai. byn VK
CHEKTpJIepiHAe YIbTPAaABbIObICIICH YaKbIT >KOorapbUiaraH caiiblH C-C OallaHBICTapBIHBIH aCHMMETPHUSIIBIK
BaJIEHTTI TepOeicTepiHiH KeMipTeri Ty3imiMaepi aptaasl AereHai oinnipeni. Ockl XKULTIK JHana3oHAApbIHIA
azcopOUusIIaHFaH OCH30JIFa COMKEC KEJETIH CiHIpY KOJIaKTaphl OalKanMainel. YIrinepai oHIey YaKbIThIHBIH
yrratobiMeH OH THOPOKCHI TONTaphIHBIH CIHIPY JXOJaKTapbl OenrimeHOeiini. 3epTreneTiH yiriaepae
KOMIPTEKTi HaHOMaTepuanaapabH (rpadeH KypblIbIMAaphl, HAHOTAJIIBIKTAp, 0ipPKaOATThI JKoHE KOMKabaTThI
KOMIPTEKTi HAaHOTYTIKIIeNep kKaHe T.0.) TepOenicTepiHiH YKBIMABIK TONTapbiHa OalIaHBICTHl KONITETeH XOII
MiCTi KOMIpTeri-KoMipTeKTi OailIaHBICTApBl KOPCETIIeH.

Kinm ce30ep: KeMIPTEKTI HaHOXYHelep, IMOJMApOMATHKAIBIK KOHJCHCATTH JKy#enep, XOIIl HicTi
KOMIipCYTeKTep, KapOoHaT-KapOOKCHIAT KOCBUIBICTAPHI, CiHipy keminepi, UK-Dypbe-ciekTpockonust dici,
BaJICHTTIK-1e()OPMALIUSITBIK TepOeTicTep, YIBTPAABIOBICTHIK OHICY.

b.A. Baittum6etoBa, K.C. Tony6aes, FO.A. PsOukuH,
J.0. Myp3zanunos, b.A. Xaytuxos, I'.C. [laupGexoBa

HN3yyenue yriepoanbix HaHoMaTepuaaoB MeToaoM UK-@Pypbe cnekTpockonuu,
MOJIyYEeHHBIX IPU BO3ACHCTBUM YJIbTPA3BYKOBOIO I0JIA Ha rpadur

B pabote metogom UK-Dypbe CIEKTPOCKONHMU UCCIIEIOBaHbI JINHUY TIOTJIONICHHS COOTBETCTBYIOLINX HAHO-
MaTepHasioB (HAaHOTPYOOK, HAHOBOJIOKHA, rpadeH), a Takke KojebaTebHbIe CIIEKTPHI B HCCIEAYEMBIX 00pa3-
ax rpadeHOBBIX CTPYKTYP, MOJYYEHHBIX NMPH 00pabOTKe YIBTPa3BYKOBOTO IMOJS HAa apOMATHYECKUN yriie-
BOJIOPOJ ¥ YHCTHIH rpadut. C MOBBIIICHHEM BPEMEHH B HCCIIEAYEMBIX CIIEKTPaX yIbTPa3BYKOBOH 00paboTKu
Ha YHCTHIA rpadUT HAOMIOAAIOTCS TOJOCH MOTJIOMEHUs B 001acT yactot v=2967,7 CM'I, 2926,1 CM'], 2853
em!, 1449 om™!, orHocsIMECS K BaneHTHEIM M ed)OpPMAHOHHBIM KosebannsM cBsizn C—H HachIIEHHBIX
apOMaTHYECKUX YIJIEBOAOPOIOB. TakKe OTMEYAIOTCS CHEKTPhl KapOOHHWIBHBIX (YTJIEPOAHBIX) COSTUHEHUI
C—C cBs3u B 001acTax mojoc moriomenuu 14499 CM‘1+1652,6 em’. D10 o3Hayvaert, uto B UK crekrpax c
TMOBBILICHHEM BpeMeHH 00pabOTKH yIbTPa3ByKOM YBEIHYUBAIOTCS YrIEPOAHbIE 00pa30BaHMs acCHMETPHY-
HBIX BaJIeHTHBIX Kosebanuit C—C cBs3ell. B aTuxX quama3zoHax 4yacToT MOJIOC MOTJIOMICHHUS, COOTBETCTBYIOIUX
azicopbupoBaHHOMYOEH301Ty, He Habmogaercsa. C yBennueHneM BpeMeHH 00paboTKH 00pasIoB IOJIOCH MO-
TIIOMEeHNsT TUAPOKCWITBHBIX Tpynn OH He Hamewarotcs. B mccimemyeMbix oOpasax 00pa3yroTcsi MHOTOYHC-
JICHHBIE apOMATHUYECKHE YTIIEPOA-yIIIEPOIHBIC CBSI3H, OO0YCIOBICHHBIC KOJUICKTHBHBIMU TpYyIIaMu Koyeda-
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HMI1 yriIepoJHbIX HaHOMaTepHaoB (Irpa)eHOBBIX CTPYKTYPhI, HAHOBOJIOKHA, OJTHOCJIONHBIE U MHOTOCIIOHHbIE
yIIepoAHbIe HAHOTPYOKHU H Op.).

Knrouesvie cnosa: YriaepoaHbI€ HAHOCUCTEMBI, ITOJIUAPOMATUYCCKUE KOHACHCUPOBAHHBIE CUCTEMBI, apOMaTH-
YeCKHIA yriiesoaopon, Kap6OHaTHO-Kap6OKCI/IJ'[aTHI)I€ COCIUHCHUS, JIMHUW TIOITIOLICHHUS, MCTO/ I/IK—(Dpre
CIICKTPOCKOIINH, BaJ'IeHTHO-ﬂe(bOpMaHI/IOHHBIe KOJ'Ie6aHI/I${, YJIbTpa3ByKOBast 06pa60TKa.
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Numerical research of characteristic mixing times
of isothermal three-component steam-gas systems

Multicomponent diffusion in gases is characterized by a number of effects that are not observed in binary dif-
fusion. Analysis of existing works shows that convective instability may occur in some systems with signifi-
cantly different diffusion coefficients with certain geometric and thermophysical characteristics. Stability
analysis allows determining the spectrum of parameters at which a transition from a diffusive state to a con-
vective is possible. However, this approach does not allow the researchers to investigate the dynamics of the
process. Therefore, this work aims to describe emergence and evolution of convective flows in three-
component systems and assess the influence of the initial composition on the occurrence of concentration
gravitational convection. The main part of the work presents a mathematical model describing the occurrence
of convective flows based on the splitting scheme according to physical parameters. Numerical data on the
concentration fields of the gas with the highest molecular weight at various time points is obtained. It is estab-
lished that curvature of the isoconcentration lines of the diffusing components can be associated with instabil-
ity of the mechanical equilibrium of the system. Degree of curvature is determined by the initial concentration
of components of the mixture. The obtained data can be used to determine the main characteristics of mass
transfer used in calculations related to combined heat and mass transfer in a wide range of thermophysical pa-
rameters.

Keywords: gas mixtures, diffusion, convection, instability, initial composition, numerical calculation, iso-
thermal mixing, formic acid vapors.

Introduction

Rayleigh-Benard convection is one of the few classical problems of heat and mass transfer to which
there is increased attention at the present time [1]. Interest in this problem is associated with the study of the
variety of flows arising in channels from a given geometry and the properties of the studied liquid or gas
medium. Generalization of studies on the occurrence of gravitational convection in an inhomogeneous tem-
perature field made it possible to develop recommendations for determining the main parameters of heat and
mass transfer associated with properties of the substance under research. These recommendations allow for
specific conditions to predict mixing modes. At the same time, the occurrence of instability of mechanical
equilibrium and the subsequent development of convective formations depend on the direction of the vectors
of density gradients and gravity [2, 3]. Occurrence and further evolution of convective perturbances are
fixed, in the case when directions of the corresponding gradients do not coincide. Opposite situation assumes
a stable stratification of medium and absence of convective motion.

However, for multicomponent mixtures in which several concentration flows interfere, the spread of
approaches [2, 3] to describe the behavior of system can lead to distortion of the expected results associated
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with mass transfer, since the features, that are absent in binary systems are unconsidered. These include, first
of all, the fact of the destabilizing effect of diffusion on the development of convective flows in mixtures
[4, 5]. Convective flows that arise in this case form a synergistic mixing mechanism, leading to the selective
transfer of a component with specified thermophysical properties.

Experimental studies [6, 7] have shown that even in the extreme case of isothermal multicomponent
mixing, convective separation effects associated with differences in the diffusion coefficients of components,
pressure, and composition occur. Distinctive feature of the studies conducted in [6,7] was the condition for
the implementation of multicomponent mixing, which assumed that density of the medium in the upper part
of the diffusion channel was less than density of the gas localized in the lower part of the channel. Physical
meaning, emergence of the convection instability and subsequent development of hydrodynamic
perturbances are described in detail in [2, 3]. However, using the formalism of the Rayleigh thermal problem
to describe isothermal multicomponent mixing under conditions of initial stable stratification of the mixture
observed in [4-7] requires consideration of the influence of several partial concentration gradients. Im-
portance of such an adjustment was shown in [8, 9], in which it was found that in ternary systems with dif-
ferent molecular weights M, and different diffusion coefficients D, [10] there are areas of damping and

increasing convective perturbances. Extreme perturbances can be the reason of structured flows in multi-
component diffusion. However, the approach developed in [8, 9] defines only the boundary of the “diffu-
sion—convection” regime change in the area of specified thermophysical and geometric parameters. Process
of the emergence of structured convective flows and their subsequent evolution has not been considered. In
this regard, it is relevant to study the dynamics of the emergence of structural formations at the boundary of
the “diffusion — convection” regime change during isothermal multicomponent mixing. This work presents
the results of numerical studies on the mixing of triple gas mixtures in vertical diffusion channels with dif-
ferent initial compositions. The comparative analysis presented with obtained and experimental data.

Problem statement and numerical method

The diffusion transfer of a triple gas mixture in a flat (or cylindrical) channel is studied. The problem
statement is shown in Figure 1.

”l d=2r L & * H
Computational
H Physical area :> I:;r ca x2
¥ | W
v ° !
a) b)

Figure 1. Model of multicomponent mass transfer:
a) mixing areas; b) placement of three-component mixtures in the diffusion cell.

The upper part of the channel S, contains a mixture of gases with the M, and M, molecular

1
weights, mixture diffuses into a gas with a molecular weight M, , which is located at the bottom of the
channel S, . At the same time, the following assumptions occur:

1. For the molecular weights of the components M, , the condition is accepted: M, > M, > M, .

2. The condition of independent diffusion assumes:

3 3
z ji=0 and Zcizl
i=1

i=l
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Multicomponent mixing is studied near the boundary of the “diffusion—convection” regime change, to-
tal transfer of components can be described by a system of hydrodynamic equations for perturbed quantities
written in the Boussinesq approximation [11, 12].

ou 1
E+(UV)U = —p—Vp+VV2U+ g(ﬂlcl +ﬂzcz)y’

0

C * *
%Jer(cl) =D;,V’c, + D, V’c,, (1)

oc s .
Ez +VV(c,) = D;,V’c, +D,,V’c,,

divv =0,

where <Ci> — constant average concentration value, taken as the starting point, 7 — the unit vector, V — coef-

ficient of kinematic viscosity, £, — average density of the mixture. The dependence of the density mixture
on the concentration is determined as follows:

1(0
B :_(_,Dj > P = po(l_ﬂlcl _ﬂzcz)a
pO aCi T

Diffusion complexes D;; related to the coefficients of mutual diffusion Dij by the relations:

D' = D13[ClD32+(C2+C3)D12] D :C1D23+(D12+D13)

11 D 12 D >
D* _ D23[CZD13 +(Cl +CZ) DIZ] D* _ CZ D13 +(D12 + D23)
22 D > 21 — D s

D=cD,,+¢,D; +¢c,D,,.

Perturbations of the average mass and average numerical velocities are of the same order, therefore, in
further relations, we will replace the perturbed quantities v with u [8]. Let us choose the characteristic
measurement scales: H — linear size of the cavity, H?/v— time, D., / H — velocity, A'H — concentra-

tion, p,vD,, / H? — pressure. System of equations (1) in dimensionless quantities has the form:

oc 1 1 1
—L+—uVc, =—AC, +—1,AC,,
at Pr22 Prll Pr22
oc 1 1 1
—2+—VVg, :i—‘rz]AC] +—Ac,,
ot Przz 3} In (2)
ou 1
—+—V(u-u)=-Vp+Au+(Ra,,c +Ra,cC,)y,
ot Pr,

divu =0,

where Pr, =v/D; — the diffusion Prandtl number, Ra, =gAAH*/D,v — partial Rayleigh number, where A —
dimensionless initial gradient, 7, = DIJ / D,, — parameter, which determines the relationship between the

practical diffusion coefficients.
Next, we will use the algorithm written in [12]. The system of equations (2) is solved numerically by
the splitting scheme according to physical parameters [13]. The two-dimensional cross-sectional area of the
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cylinder area Hxd in the Cartesian coordinate system is considered (Fig. 1a). Calculations were carried out
in a dimensionless grid with dimensions of 128 x 128.

The first stage of the calculation assumes, that transfer of the quantity of motion is carried out only by
convection and diffusion. The intermediate velocity field is found according to the Adams-Bashforth and
Crank-Nicholson schemes [14].

a"-u" 1

v :—5(3H“ - H“’1)+%A(0” +U")+(Ra7,¢ +Rayc, )y, (3)

where H' =—V(U-U)n — convective members, U — intermediate velocity field, At — time step, n — is the itera-

tion number at time t".
The second stage of the calculation determines the relationship of pressure with the velocity value:

Ap = v
At “)
The third stage assumes recalculation of the velocity field exceptionally due to the pressure drop:
n+l AN
u™ -t wp.
At (5)

At the fourth stage, the concentration of the mixture components is calculated:

Cln+l __.n 1 1

G :l(F”“—F”)+—Acl”+ Ac),

At 2 Pr,, Pr, (6)

n+l N

le(F”“—F”)Jr ACF—O—LACQ,

At 2 P, Pr,,
C3n+1 :l_clﬂ+l _C;+l,
where F"=-v(u™*.c") — convective terms.
The boundary conditions are set as follows:
oc. .
U(Xg,7) =0, a—':O, 1=1-3, 7
n

where n= (nl, nz)— external normal to the boundary of the computational area.

The 1nitial conditions are written as follows:

u(x,r):O,
¢ (x7=0), =X c(xr=0) =0, ®)
G (X =0) =X, &(xz=0) =0,
¢ (xr=0) =0, ¢;(xz=0) =X,

where X, - concentrations of components in the upper S, and lower S, areas.

Numerical calculation results

The numerical results (Fig. 2) illustrate the dependence of concentration on time for the heaviest com-
ponent in terms of density in a triple system of formic acid vapors and water diffusing into argon at p=0.1
MPa, T=298.0 K experimentally studied in [15]. Several mixing modes are clearly visible. At the initial
stage (Fig. 2a), diffusion takes place. After 0.93 s, a violation of monotony in the distribution of
isoconcentration lines (Fig. 2b) is recorded. This behavior is not typical for diffusion mixing. It can be as-
sumed that starting from this time, an instability of mechanical equilibrium occurs in the system under study.
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In this case, instability is the reason of convection formation. Fig. 2¢ presents a convective cell formed 1.4
seconds after the start of mixing. At the final stage (Fig. 2d), the convective formation begins to move in the
gravity field relative to the diffusion interface. Then, under different initial conditions (Fig. 2c), the process
of structural formation begins again, i.e., in a steam-gas system, a drip mixing mode may occur.

0.2 04 0.6 0.8 1
06 . X

X

9) d)

Figure 2. Isoconcentration lines of formic acid vapors for the system

O.6H2O(1)+0.4CH202 (3)— Ar (2)at p=0.1MPa, T =298.0K,
L=0.257m, r=11.210"°m.a)t=047sb)t=0.93s;c)t=14s;d) t=1.86s.

In Table 1, for different compositions of formic acid vapors in a triple mixture H,0+CH,0, = Ar the

characteristic mixing times describing the diffusion (1;), the occurrence of instability of mechanical equilibri-
um (tp), formation of a structural formation (t3) and the initial displacement in the channel due to gravity (ts)
are provided.

Table 1
Characteristic mixing times for different vapor compositions of formic acid at P = 0.1 MPa, T = 298.0 K.
Molar composition CH,0O,,
. th S t2’ S t37 S t45 S
mol.fraction

0.89 0.47 0.93 1.4 1.86
0.60 0.47 0.93 1.4 1.86
0.40 0.44 0.88 1.32 1.76
0.30 diffusion

Table 1 data indicates weak dependence characteristic times of occurrence of the convection formation
on the initial composition of the mixture.
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Conclusions

Numerical study of the occurrence of instability of mechanical equilibrium and subsequent structure
formation in the H,0+CH,O, — Ar parabasic system with different CH,O, composition in the mixture can be

carried out based on a splitting scheme according to physical parameters. Mathematical model allows de-
scribing the process of a convective structure formation for different values of the composition of a triple
mixture. Definition of convective instability may be associated with a significant curvature of the
isoconcentration distributions, which are absent during diffusion. Degree of curvature of concentration dis-
tributions depends on the content of the component with the highest molecular weight in the system. With
certain compositions, curvature disappears and diffusion is realized in the system. It was found that when
vapor content of formic acid is less than 0.3 mole fractions in the mixture corresponds to the diffusion mode
of mixing.
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A K. XKycan6aesa, B. Mykamenenknizbl, B.H. Kocos, A.A. AxxonoBa

YmKkoMnoHeHTTi 0yras3 :KyiiejJepiHiH H30TePMUSIIBIK
apaJjacybIHbIH CUNIATTAMAJIBIK YAKBITTAPBIH CAH/IBIK 3€PTTEY

Tazmapnarsl kenm KOMHOHEHTTI Mupy3ust OnHapiblK muddysusna OalikanMalTeH GipkaTtap acepiiepMeH
cunarraigajpl. KoJIaHBICTaFbl KYMBICTapAbl Tajjay Oenrigi Oip TeOMETPHSUIBIK JKOHE JKbUTY()HU3HUKAJBIK
cunmarramanapsl  6ap auddysus kodbduieHTTepi aWTapiBIKTail epekiIeneHeTiH Kelbip Kkyienepae
KOHBEKTUBTI TYPaKCBI3IBIK OpPBIH allybl MYMKIH €KeHiH KepceTeli. TypakKThUIBIKTHI Tangay AUGQY3HIbIK
KYHIIEH KOHBEKTHBKE aybICyFa OOJIATBIH MapaMeTpJiep CIIEKTPiH aHBIKTayFa MYMKIHIIK Oepeni. Anaima, Oy
TOCLT TPOIECTIH AWHAMHMKACHIH 3epTTeyre MYMKIHIIK Oepmeiini. COHABIKTaH >KYMBICTBIH MAaKCaThI
YIIKOMITOHEHTTI JKYieneperi KOHBEKTUBTI aFbIHAApIbIH Haiaa OGOJIysl MEH DBOJIONMACHIH CHIATTAY JKOHE
KOHIICHTPALMSIIBIK T'PaBUTAIMSIIBIK KOHBEKIMSHBIH Taiia GoiyblHa OacTamkbl KypaMHBIH ocepiH Oaranay
Gosbin TaObLIaBl. JKYMBICTBIH Herisri OesiMiHAe (u3MKaIbIK HapaMerpiep OOHBIHIIA OOJHY CXeMachl
HeTi31HJie KOHBEKTHBTI aFbIHIApAbIH TMaiaa OOTybIH CHIATTAHTEIH MaTeMaTHKAIBIK MOJEIb YCHIHBUIFAaH. Op
TYPJi yakKbIT apajibIKTapblHAA €H YKOFaphl MOJICKYJaJbIK CaJMarbl 0ap ra3 KOHLEHTPALUSICHIHBIH epicTepi
Typadsl CaHABIK MomiMerTep  anblHABL  Juddysmsuanymsl  KOMIIOHEHTTEPAiH  M30KOHIEHTPIIIK
CBI3BIKTAPBIHBIH KUCHIKTBIFBl JKYHEHIH MEXaHHKAJbIK TENe-TeHMAITiHIH TYPaKCHI3ABIFBIMEH OalIaHBICTHI
0Oypl MYMKIH EKEHJIr KOpCeTUIreH, al KHCHIKTBIK JA9pexeci Kocla KOMIIOHEHTTEpiHiH OacTamKsl
KOHIICHTpALMsAChIHA ~ OailIaHBICTBL.  AJIBIHFAaH  MAJIMETTEp OKBUTY(HM3HMKAIBIK IapaMeTpiepliH KeH
JMaIa30HBIHAAFEl apajiac KbUIyMacca TachIMaJbIMEH OaiaHBICTBI ecenTeyiepae KOJIAHBUIATHIH Macca
IMaCyZbIH HETi3T1 CHITaTTaMallapblH aHBIKTay YIIiH MaiilalaHbuTybl MYMKIH.

Kinm ce30ep: ra3 kocmanapbl, nu¢dy3us, KOHBEKINA, OPHBIKCHI3IBIK, OACTANKbl KYpaM, CaHJBIK €CEITey,
HU30TEPMUSIIBIK apanacy, KYMBIPCKA KbIIIKBUIBIHBIH OYBI.

A.K. XKycanbaeBa, B. Mykamenenxsizsl, B.H. Kocos, A.A. Axxonosa

YucaeHHoe uccIeI0BaHHE XaAPAKTEPHbIX BPeMeH CMellleHusl
U30TePMHUYECKHUX TPEXKOMIIOHEHTHBIX MAPOra3oBbIX CUCTEM

MHuorokoMmoHeHTHas Tu(Qy3uUs B ra3ax XapaKTepuzyercs psaoM 3G HeKToB, KOTOpbIe He HaOM0Iar0TCs PR
OmHapHOU AU (dy3un. AHANMN3 CYNIECTBYIOMMX paboT MOKa3bIBAET, YTO B HEKOTOPHIX CHCTEMaX C CYIIECT-
BEHHO OTNIMYaromumucs kodddurmentamu nudy3un npu OnpeeseHHBIX TeOMETPHYECKAX U TeTIO(hU3H-
YECKHX XapaKTEPUCTHKAaX MOXKET MMETh MECTO KOHBEKTHBHAs HEyCTOHYMBOCTb. AHAJIN3 Ha yCTOHYMBOCTH
MO3BOJISIET ONPEACNIUTH CHEKTpP MapaMeTpoB, NMPH KOTOPBIX BO3MOXKEH HepexoJ U3 An(dy3HOHHOTO COCTOsI-
HMS B KOHBeKTHBHOE. OZIHAKO 3TOT MOJAXOJ HE MO3BOJISET UCCIIENOBATh AMHAMUKY mpolecca. [losTomy me-
JbI0 PaboTHI SABIISIETCS] ONMCAHNE BO3HUKHOBEHUS M IBOJIIOIIMM KOHBEKTHBHBIX TEUEHHI B TPEXKOMIIOHEHT-
HBIX CHCTEMaX H OLICHKA BIIHSHMS UCXOJHOTO COCTAaBA HA BOZHHKHOBEHNE KOHIICHTPAIIMOHHON TPaBUTAIIMOH-
HOM KOHBEKIMH. B OCHOBHOIl yacTH pabOTHI Mpe/CTaBlIeHa MaTeMaTH4eCcKas MOJEIb, ONMHICBHIBAIOIIAs BO3-
HMKHOBEHHE KOHBEKTHBHBIX TEYCHMIl Ha OCHOBE CXEMBI paclICIIeHHs Mo (pHu3nuecKuM napamerpam. Ilomy-
YeHbI YHCIICHHBIC IaHHBIE O MOJIAX KOHIEHTPALUU ra3a ¢ HanOOJIBIIMM MOJIEKYJISIPHBIM BECOM B Pa3JIHYHBIC
MOMEHTHI BpeMeHH. [loka3aHo, 4TO MCKPHUBJIEHHE M30KOHIEHTPALMOHHBIX JIMHUH TU(GYHIUPYIOMIX KOM-
MOHEHTOB MOXXET OBITH CBSI3aHO C HEYCTOWYMBOCTHIO MEXAaHWYECKOrO PABHOBECHS CHCTEMBI, a CTEIeHb HC-
KPHBIICHHUS 00yCJIOBJIEHa HaYaIbHOIH KOHIIEHTpalell KOMIIOHEHTOB CMECH.

Kniouesvie cnosa: razoBbie cMecH, UM y3us, KOHBEKIIHS, HEYCTOWYUBOCTh, UCXOIHBIA COCTAB, YMCICHHBIH
pacyer, H30TepMHIECKOE CMELIeHUE, Taphl MYPAaBbHHOM KUCIIOTHI.
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