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Current instability phenomena in a tunnel diode
and electron self-organization processes

In the article the mechanisms of electric instability in semiconductors are considered. The origin of negative
differential conductivity of different types are described. On the example of functioning of the tunnel diode
the mechanism of formation of the concentrated instability in semiconductors resulting in N-shaped volt-
ampere characteristic of the diode is considered. It is shown that the «semiconductor structure consisting of
two layers of semiconductors with different type of conductivity and an external source of electric energy»
system can be considered as an open non-equilibrium thermodynamic system in which self-organization pro-
cesses are possible. Operation of the tunnel diode in terms of the theory of self-organization in semiconductor
structures is analysed. Processes of self-organization are resulted by change of concentration of carriers of a
charge in power zones of p- and n-semiconductors of types which make the tunnel diode and therefore the di-
rection of streams of electrons changes. The description of the movement of carriers of a charge in the con-
sidered semiconductor structure at various values and external shift is given: in an equilibrium state, at the re-
turn shift; at the direct shift and tension which have values less peak value; and tension exceeding «voltage
dip». In a thermodynamic non-equilibrium system there can be processes of self-organization of various na-
ture — tunneling and injection of electrons. At the same time the direction of processes of self-organization is
defined by features of power ranges of the semiconductors making the tunnel diode and intensity of interac-
tion between system elements.

Keywords: self-organization, semiconductor, electric instability, tunnel diode, negative differential conductiv-
ity.

And to the arising oscillatory phenomena in them rather large number of publications and monographs
is devoted to a pilot and theoretical study of instability of current in semiconductors [1-3]. Emergence of
such number of works is connected with a possibility of practical use of the phenomenon of instability of
current in semiconductors for creation of high-frequency generators, amplifiers, etc.

Fluctuations of current in semiconductors arises when the differential conductivity becomes negative.
Emergence of the site with the negative differential conductivity (NDC) is possible on volt-ampere charac-
teristic (VACH) with dependence of mobility and concentration of carriers of a charge in the semiconductor
from electric field strength.

Differential conductivity 6, can be written down as [4]

_dj din(n) din(n)
Ca= _enu(1+dln(E)+dln(E)J’ M

where E — electric field strength; j — electric field strength; n and © —concentration and mobility of carri-
ers of a charge, respectively; e — electron charge.
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As appears from the given expression, 6, becomes negative if a concentration (or mobility) carrier

quickly decreases with growth of electric field strength £. NDC is usually observed on a certain site VACH.
At the same time VACH or N-, or S—type are observed. In these cases in VACH appears a so-called «fallingy
site, i.e. the site with negative differential conductivity.

If the system is on the «falling» site VACH, in a sample there can be an instability. It is usually con-
nected with the concrete origins NDC. For example, if the negative sign third composed in the right part (1)
is the reason of instability, the instability is called drift. Its mechanism caused by interval transitions was for
the first time explained with Ridley, Watkins and Hilsum [2].

If NDC is connected with the second composed in (1), then it is called concentration. Concentration
NDC arises as a result of sharp reduction of concentration of free carriers with increase in the field.

Both origins of NDC lead to N-shaped VACH. And both are connected with a warming up of electronic
gas: in the first case the drift speed of carriers decreases with growth of the field at their constant concentra-
tion. In the second — NDC arises as result of sharp reduction of concentration of free carriers with increase
in the field. There is one more origin of NDC connected with a warming up of electronic gas. Here the cause
of NDC is caused by various dependence on temperature of processes of transmission of energy and an im-
pulse to a lattice. Such NDC is implemented on the «falling» site of S-shaped VACH and carries the name of
overheating imbalance. The majority of the electric non-stability leading to NDC in semiconductors can be
considered as the self-organization arising in an open thermodynamic non-equilibrium system [5]. The
«semiconductor structure — a power source» system acts as the last.

In the previous works of authors [6, 7] processes of self-organization in semiconductor structures in the
presence in them drift NDC on the example of Gunn's generator and the avalanche and flying diode were
analysed.

In the present article in terms of the theory of self-organization processes in the tunnel diode are consid-
ered in which the concentration NDC mechanism leading to N-shaped VACH (Fig. 1) is implemented.

AL
i
2 U
< T o >
v

Figure 1. Static characteristic of the tunnel diode. U, is the peak tension, i.e. tension characteristic of the maximum cur-
rent direct direction; the U, nd tension of «failure» characteristic of the minimum current

The tunnel diode has the special characteristics distinguishing it from ordinary diodes and stabilitrons.
If diodes and stabilitrons well pass current only in one party (in the return — only in the field of breakdown),
then the tunnel diode is capable to carry well current in both parties. This property is provided by features of
the device of the tunnel diode: very narrow p-n transition and significant amount of impurity. It is known that
for production of tunnel diodes semiconductors with high concentration of impurity are used — from 10"
t010?° cm . Such semiconductors are called degenerates, actually being semi-metals. In them levels of impu-
rity atoms form the power zones merging with the main resolved zones — valent and a zone of conductivi-
ty — the semiconductor. As a result Fermi's levels will be located not in the forbidden zones of
n-semiconductors and p-types, and in their resolved zones, i.e. in a valent zone of the semiconductor of
p-type and in a zone of conductivity of the semiconductor of n-type (Fig. 2).

As appears from the drawing, the bottom of a zone of conductivity of the semiconductor of n-type and a
ceiling of a valent zone of the semiconductor of p-type are divided by very narrow locking layer. Thus, the
transition thickness (a potential barrier) in the tunnel diode is very small (about 107> microns), what are two
orders less, than in ordinary semiconductor diodes. Through such thin potential barrier carriers of a charge
are capable to tunnel. At the same time resultant current transition will be defined by p-n- as the difference of
electronic streams from one layer of the semiconductor in another. If to consider the power source and the
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tunnel diode consisting of the high-alloyed n-semiconductors and p-types, as an open non-equilibrium ther-
modynamic system, then the physical processes happening in it will satisfy to the basic principles of syner-
getic. Namely:

—in an equilibrium state when the diode is not affected by a power source, n-semiconductors and
p-types exchange substance (equal quantities of electrons);

—in the presence of a power source charge carriers in semiconductors at its expense accumulate excess
energy on length of a free run and transfer it due to collisions from not an ideal crystal lattice to a crystal.
Temperature increase of a crystal which is transferred to the environment results, i.e. the considered system
is open and is in a non-equilibrium thermodynamic state.

2 U=o

W @1
=R

=0 &

Figure 2. The power chart of the tunnel diode in an equilibrium state. By circles are designated electrons.
Shooters noted the electrons capable to pass into an adjacent semiconductor layer

When the return tension is put to the diode, equilibrium state is broken and its power chart (Fig. 3)
changes. At the same time there is an increase in a potential barrier and change of provision of level of Fer-
mi: the ceiling of a valent zone of the semiconductor of p-type rises, Fermi level ¢, at the same time is dis-

placed up, at the same time the bottom of a zone of conductivity of the semiconductor of n-type falls, and
Fermi level ¢,, displaced down. Electrons of a valent zone of the semiconductor of p-type which are at the
power levels below Fermi level ¢, , will be located opposite to the free power levels of the semiconductor
of n-type lying higher than the Fermi level ¢,, (Fig. 3). Current through p-n- the transition directed from the

n-type semiconductor to the p-type semiconductor results. With growth of the return tension this current in-
creases very quickly as density of electrons in the depth of a valent zone is extremely big and even small in-

crement of potential difference (¢, — @, ), will be followed by a significant change in a stream of electrons

from the p-type semiconductor in the n-type semiconductor.

Figure 3. The power chart of the tunnel diode at the return shift

Thus, again there is an exchange of eclectrons of elements of a system, i.e. in a system the self-
organization process having the form of the directed transfer of electric charge between semiconductors with
different type of conductivity is observed. At the same time the direction of the self-coordinated process is
defined by features of properties of the interacting system elements (features of power structure of semicon-
ductors and the directions of fields of an external power source and the internal field of transition) and the
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nature of interaction between them. Let's consider processes of self-organization in the tunnel diode when
external tension in the direct direction is put to it. The following cases are of interest: when the size of exter-
nal direct shift does not exceed peak tension, i.e. when 0 < U < U; (Fig. 4), when the condition is satisfied
U <U<U, (Fig. 5), when U= U, and, at last, when the size of direct shift exceeds tension of «failure»
U> U, (Fig. 6).

Figure 4. The power chart Figure 5. The power chart Figure 6. The power chart
of the tunnel diode at a tension direct  of the tunnel diode at a tension direct  of the tunnel diode at a tension direct
shift, there is less peak (U < Uy) shift Uy < U< U, shift, exceeding tension «a failure»
Uu>U,

In the first case (Fig. 4) as a result of decrease in a potential barrier Fermi's level of the semiconductor
of n-type is displaced up, and the p-type semiconductor — down. As a result, a part of electrons of a valent
zone of the semiconductor of p-type will appear opposite to power levels of the forbidden n-type semicon-
ductor zone, and a part of electrons of a zone of conductivity of the semiconductor of n-type — opposite to
free power levels of a valent zone of the semiconductor of p-type. It will lead to decrease in intensity of tun-
neling of electrons from the p-type semiconductor in the n-type semiconductor. There will be a primary
movement of electrons from n- in p-area. The direction of process of self-organization changes under the
influence of features of interaction of the contacting semiconductors called by action of an external power
source.

When Fermi level of the semiconductor of n-type ¢ by Fn, rising, is compared to a ceiling of a valent
zone of the semiconductor of p-type, current via the tunnel diode accepts the maximum value (Fig. 1,
a point 1). It corresponds to the maximum intensity of process of self-organization.

In the second case when external direct shift exceeds peak tension, but Fermi level of the semiconductor
of n-type ¢@_ Fn there is less than tension of «failure» (Fig. 5), being displaced up, gets to the area of the for-
bidden p-type semiconductor zone therefore a part of electrons of a zone of conductivity of the
n-semiconductor appear opposite to power levels of the forbidden p-type semiconductor zone. It leads to re-
duction of current via the diode. On volt-ampere characteristic of the tunnel diode the site with a negative
resistance (Fig. 1, site 1-2) appears. Again there is a change of the direction of process of self-organization
of the movement of electrons in the tunnel diode.

Further increase in tension of direct shift leads to a bigger decrease in a potential barrier in the field of
transition p-n-. In case the size of shift becomes equal to tension of «failure», the bottom of a zone of con-
ductivity of the semiconductor of n-type is compared to a ceiling of a valent zone of the semiconductor of
p-type. Tunnel current decreases again to zero (Fig. 1, a point 2) as electrons of a zone of conductivity of the
n-semiconductor are located opposite to power levels of the forbidden p-semiconductor zone. It corresponds
to reduction to zero intensity of the self-organized transition of electrons from the n-type semiconductor in
the p-type semiconductor.

And, at last, at a tension of direct shift exceeding tension of «failure», the forbidden power zones of
n-semiconductors and p-types become «throughy» (Fig. 6) and tunnel current disappears. At the same time the
coordinated movement caused by tunneling of electrons through a potential barrier stops. Current via the di-
ode increases, but already at the expense of the ordinary mechanism — overcoming by electrons of a poten-
tial barrier — injections of carriers of a charge. There is a coordinated transfer of electrons mechanism of
which differs from the mechanism of the transfer connected with tunneling process.

Thus, in the thermodynamic non-equilibrium system consisting of semiconductors with different types
of conductivity, and a power source there are processes of self-organization of various natures (tunneling and
injection of electrons). The direction of processes of self-organization is defined by features of properties of
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elements of a system (features of power ranges of semiconductors) and intensity of interaction between sys-
tem elements (the sign and size of external tension).
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JI.B. YUupkosa, K.T. Epmaran6etoB, K.M. MaxaHos,
K.C. Poxkoga, E.T. Apunosa, A. Kypmai

TyHHeJBbAIK ANOATA TOKTHIH OPHBIK ChI3bIFbI
JK9He JIEKTPOHIAPAbIH O3/iriHeH yibIMAACYbI

[lanmaeTKi3rimr 3JIEKTp OPHBIKCHI3ABIFBIHBIH Maiiia 00y MeXaHW3Mi KapacThIpbUIFaH. OPTYpIi Tepic
nuddepeHMaNbIK OTKI3rimTepAiy maiiqa 6omy MexaHusmziepi 3eprrenreH. TyHHENbIIK JHOITHIH KYMBIC
YCTaHbIMBIH TaNAay apKbUIbl AMOATHIH N-IIIIHIEC BOJBTAMIICPIIIK CHIATTaMachlHA OKeJeTiH cebentep
tananrad. TyHiCKeH MIanaeTKi3rilTep MEH JHeprusi Ke3iHeH TYpaTbIH )KYHeHi ©3MiriHeH YHbIMOacaThlH
ylepicrep, naipa OoyaThlH OPHBIKCHI3JBIKTHI aIlIBIK TEPMOJMHAMHKAIBIK JKYile peTiHIe KapacThIpyFa
GoNaThIH/BIFBI KOpceTireH. TYHHENBAIK AUOATHIH JKYMBIC YCTAHBIMBI CHHEPIeTHKA YCTaHBIMAPBI HETi3iHIe
TYCIHIIpUITeH. O3miriHeH JXYPeTiH yaepicTep ocepiHeH p- JKoHE n-TEKTeC MIANAOTKI3TINTEepIiH pyKcaTr
STLIIeH YHEPTHs KOJIAKTapbIHIA 3apsATACYIIBUIAP/IbIH IOFBIPJIAHY JOPEKeIICePiHiH e3repysepi HOTHKeCiHae
QNIEKTPOHIAP/IBIH ~ O3[IriHEeH TachiMajgaHy OarbITTapbl e3repicke yiubipaiasl.  JKyiieni Kypayiis
3NIEMEHTTEPIH ©3apa acepiiecy epeKIIeNiKTepine Kapail 3JIeKTPOHIapAbIH TackMailJaHyIapblHia naiiga 6o-
JaThIH ePEeKLISNIKTep MYKHAT TayaHFaH. KapacThIpbUIbII OTBIPFaH TEPMOAMHAMUKAIBIK XKylene maina 6o-
JaThIH O3[IriHeH YHbIMIAcaThlH YACPICTepAiH TaOUFaTTaphl opTYpIi. O3iriHe yiibIMIacaTelH YASPICTEPIiH
JKYpy OarbITTapbl LIATAOTKI3TIIITEPAiH OJHEPrust CIETPJIEpPiHIH epeKIIeTiKTepiHe, JHEeprus Ke3iHiH
KapKbIHbIHA TOYEJIIi.

Kinm ce30ep: e3piriHeH YHBIMIAcCy, MIANAOTKI3TIMI, OSJIEKTP OPHBIKCHI3IBIK, TYHHENBIIK IHOX, Tepic
1 hepeHIMAIIBIK OTKI3ITIITIK.

JI.B. YUupkosa, K.T. Epmaran6eroB, K.M. MaxaHos,
K.C. Poxkoga, E.T. Apunosa, A. Kypmai

SIBjieHust HCYCTOﬁqHBOCTH TOKAa B TYHHCJILHOM 1M0/1€
A IPOIECChHI CAMOOPraHu3ali 3JICKTPOHOB

PaccmoTpensl MeXxaHHM3MBI DIIEKTPUYECKOW HEYCTOMYMBOCTU B HOIYNPOBOAHHKAX. ONMCaHBI MEXaHH3MbI
BO3HMKHOBEHHUSI OTPULATENIbHBIX ANU(dEpeHIHANbHBIX MPOBOAUMOCTEH pa3nuyHblX THHOB. Ha npumepe
(YHKIMOHMPOBAHUS TYHHENBHOTO JJMOJA PACCMOTPEH MEXaHU3M (POPMHUPOBaHUS KOHLEHTPALIMOHHON Heyc-
TOWYMBOCTHU B MOJIYTIPOBOJHUKAX, IPUBOAAIIEH K N-00pa3HOH BOJIbT-aMIIepHON XapakTepuctuke auona. Io-
Ka3aHO, YTO CUCTEMA «IIOIYNIPOBOAHUKOBASI CTPYKTYpa, COCTOSIIIAs U3 JBYX CJIOEB IMOJIYIPOBOJHUKOB C Pa3-
HBIM THIIOM TPOBOJAMMOCTHU + BHEIIHMH MCTOUHMK 3JIEKTPUYECKON SHEPTHM» MOXKET paccMaTPHBAThCS Kak
OTKpBITass HEPABHOBECHAs TEPMOAMHAMUYECKAs. CUCTEMa, B KOTOPOH BO3MOXKHBI IIPOLIECCH CaMOOPraHM3a-
. [Ipoanan3upoBaHa paboTa TYHHEIBHOTO AUOJA C TOUKH 3PEHHS TEOPHH CaMOOPTaHN3alUK B TOIYIIPO-
BOJIHUKOBBIX CTPYKTypax. Iloka3zaHo, 4To B pe3yibTaTe IPOLECCOB CaMOOPraHU3alUuK IPOUCXOAUT U3MEHE-
HUC KOHLIEHTpPALUU HOCUTEICH 3apsja B pa3peLICHHBIX 3HEPreTUYECKUX 30HAX IIOJIYNPOBOJHHUKOB p- U
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N-THIIOB, COCTAaBJIAIOIIMX TYHHEIbHBIH JUOJ, U N3MEHSACTCS HAaIpaBJeHHE IOTOKOB JICKTPOHOB. IIpuBeneHO
HoApOOHOE OIMCAHME ABMXKGHMS HOCHTENCH 3apsja B paccMaTpHBAEMOIl IOIYNPOBOJHUKOBOW CTPYKTYype
HPH Pa3INYHBIX 3HAYCHUSX U 3HAKAX BHELIHErO CMELICHHUS: B PABHOBECHOM COCTOSIHUM, IIPU OOpPaTHOM CMe-
LICHUM; MPU HPSIMOM CMCLICHWH M HANPSHKCHUSX, MEHBIIHMX ITHKOBOTO 3HAYCHHS; MCHBIIMX HAIpPSIKCHUS
«IIpOBajIay ¥ HAIPSDKCHHSIX, NMPEBILIAIONINX HANPSHKEHUE «IpoBaiay. [Ioka3aHO, YTO B paccMaTpHBacMON
TEPMOJMHAMUYECKOIl HEPAaBHOBECHOH CHCTEME MOTYT BO3HHKATh MPOLIECCHI CAaMOOPTaHM3alluH Pa3iIndHOM
MPUPO/IBI — TYHHEIUPOBAHKUE M WHXKEKUUS 2JIeKTPOHOB. IIpH 3TOM HalpaBlieHHE TIPOLIECCOB CaMOOPTaHu3a-
MU OIIPE/IeIeTCs] 0COOCHHOCTSAMHU SHEPreTHYECKUX CHEKTPOB IOJIYIPOBOJHUKOB, COCTABIIAIONINX TYHHEIIb-
HbIH JUOJ, U MHTCHCUBHOCTSMHU B3aUMOZACHCTBHUS MEXK/LY 31€MEHTAMH CUCTEMBI.

Knioueswie cnosa: camoopraHusaliys, MONTyIPOBOIHUK, IEKTPUUECKass HEYCTONUYUBOCTh, TYHHEIbHBIH IHO,
orpuuarenbHas quddepeHuanbHas MpoBOUMOCTb.
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The study of multilayer coatings based on MoN(MoZr)ZrN and (TiMo)N/(TiMo),
(CrZr)N/(CrZr) obtained by the method of vacuum-arc deposition

In the article the results of experimental studies of multilayer coatings MoN(MoZr)ZrN and
(TiMo)N/(TiMo), (CrZr)N/(CrZr), obtained on A570 Grade stainless steel samples with a Ra roughness of up
to 0.09 um are presented. Coatings were formed by vacuum-arc evaporation of cathodes in the installation
Bulat-6. After deposition of multilayer coatings by scanning electron microscopy and microanalysis, a non-
uniform distribution of zirconium, chromium, nitrogen and molybdenum was found on the surface of the
samples.The research results show that good tribological properties in combination with improved physico-
mechanical properties make the deposited material promising for use as a protective material for machines
and tools operating in extremely difficult working conditions.

Keywords: multilayer coatings, cathode arc, microstructure, two-phase state, vacuum-arc method,
microhardness, wear resistance.

1. Introduction

During the operation of machine parts, mechanisms and metal working machinery, their surface layer is
subjected to mechanical, thermal and chemical influences. Thus, a significant decrease in performance in
most cases occurs as a result of wear, erosion and corrosion of the surface. A significant resource for increas-
ing the efficiency of machine parts and mechanisms is to improve the physicomechanical properties of mate-
rials and increase their tribological properties [1-2].

The analysis of scientific publications suggests that the use of vacuum-arc magnetron installations,
where highly ionized source atoms and excited target atoms allow to create microcrystalline and nanolayer
coatings on the surfaces of various products, and thereby improve the operational properties of materials [3].

It has already been proved that the multilayer coatings demonstrate better properties, including
magnetic and electrical, in comparison with the single-layer ones. The substitutional defects may occur along
the interfaces between adjacent layers in multilayer films, when some of the elements of one layer enter the
crystal lattice of the adjacent one, thus replacing its atoms. This process usually leads to generation of strain
energy proportional to the shear modulus of the material. The layers with different shear modulus prevent the
movement of dislocations, thus preventing the destruction of the coatings material. Firstly such type of
model to describe hardness enhancement was proposed by J.S. Koehler and then approved and followed by
many experimental and theoretical works, as well as by review articles. Additionally, deviations or
redistribution of dislocations and cracks at the grain boundaries help to increase the coatings resistance to
stress, wear and destruction. The multilayer structure significantly reduces the influence of interlayer
cracking and allows it’s employing under large dynamic loads. The alternation of nanoscale layers with
dissimilar physical-mechanical characteristics allows to change significantly the properties of multilayer
coatings, such as concentration of internal stresses, crack propagation and, hence, to increase the fracture
toughness of such materials [4-6].

In work (patent RU No. 2423547, C23C 14/24, 2011) a method for obtaining a coating for the cutting
tool, including vacuum ion-plasma application of a wear-resistant coating based on a complex titanium-
chromium-zirconium nitride, additionally alloyed with aluminum and niobium by means of three arc
evaporators arranged horizontally in one plane, connected to the drip phase separator, the following
compositions of titanium-aluminum cathode made of W-5 alloy, combined zirconium-niobium cathode and
chromium cathode. The disadvantage of this technology is that the coating has insufficient hardness and
viscosity, as a result, the coating is more subject to wear, especially in conditions of alternating loads, as well
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as at high cutting speeds, it quickly appears microcracks on the pads, which leads to its chipping and
destruction during cutting.

The purpose of this work is to study the multilayer coatings MoN(MoZr)ZrN and (TiMo)N/(TiMo),
(CrZr)N/(CrZr) obtained by the method of vacuum-arc deposition, as well as to study the effect of the
technological settings of deposition on the formation of the microstructure of subsurface layers samples.

2. Materials and methods of the experiment

In this work, we investigated the multilayer coatings MoN(MoZr)ZrN and (TiMo)N/(TiMo),
(CrZr)N/(CrZr) obtained in a vacuum arc chamber. Molybdenum and zirconium were used as cathodes. Mul-
tilayer coatings are obtained by vacuum-arc sequential evaporation of the cathodes Mo, Zr, Ti, Cr in the in-
stallation of Bulat-6 with two evaporators. Polished substrates of A 570 Grade 36 stainless steel with surface
roughness Ra up to 0.09 um were used for the deposition. The multilayer coatings were deposited by vacu-
um-arc evaporation of cathodes in a vacuum-arc device Bulat-6 with two evaporators, which allows deposi-
tion of nanostructured multilayer coatings. Figure 1 shows a principal scheme of the deposition system. The
vacuum chamber (1) (base pressure in the chamber was 0.001 Pa) was equipped with a system of automatic
nitrogen pressure control (2) and two evaporators consisting of appropriate metals for each coating (purity of
metallic target was 99.8 %). The substrate holder (5) was mounted on a rotating stainless steel plate
(300300 mm) on which the substrates (6) were placed. BULAT-6 was also equipped with DC voltage
source (7), the value of which can be varied between 5 and 1000 V, and high-voltage impulse generator (8)
with adjustable voltage pulse amplitude of 0.5-2 kV and repetition frequency of 5— 7 kHz [7-9].

The substrate cleaning process was carried out prior to coatings deposition, while applying a 1 kV sub-
strate potential. Further, nitrogen was injected into the chamber to fabricate nitrides of appropriate refractory
or transition metals.
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Figure 1. A principal scheme of the Bulat-6 deposition system

Rotation of the substrate holder allowed deposition of alternating layers, while injection and stopping
the injection of nitrogen into the deposition chamber allowed deposition of nitride and pure metallic layers.

The structural phase state of the deposited coatings was investigated by X-ray diffraction analysis on a
XPert-PRO diffract meter in Cu-Ka radiation. The elemental composition of the surface and cross section of
the coatings was investigated using scanning electron microscopy with the INCA microanalysis system
(REM). The structure-phase state of the deposited coatings was analyzed using X-Ray diffraction (XRD) in
terms of 0-20 scans in Bregg-Bertrano geometry. Scanning electron microscopy with Energy-dispersive
spectra (SEM with EDX) was used for studies of coatings surface and elemental composition, as well as
coatings cross-sections. In addition, laser digital scanning was used to study surface roughness of the coat-
ings. Time of flight secondary ion mass-spectrometry (ToF SIMS) was used for studies of distribution of
elements along the depth. Hardness of the deposited coatings was studied by micro-Vickers method. At least
10 indentations were made for each sample and for each loading [10—12].

Experimental studies were carried out in the research laboratories of Sumy State University (Ukraine),
the National Research Laboratory of collective use of the East Kazakhstan State University named after
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S. Amanzholov, Regional university engineering laboratory «IRGETAS» of the East Kazakhstan Technical
State University named after D. Serikbayev.

3. Results and discussion

Vacuum-arc evaporation of Mo and Zr cathodes resulted in a coating with a dense structure, without
obvious defects and of equal thickness (8 pm) over the entire surface of sample No. 894. Figure 2b presents
the results of x-ray analysis.

PCI'ISKTP p
%nek‘rp 4

( 4CI‘IeKTp 1

~

-
-

7CI'ISKTp 5 CnexTp 6 P

0 2 4 [ a8

70MKm ' 3neKkTpoHHoe U3oGpaxeHue 1

Figure 2a. RAM image Figure 2b. EDS spectra of the sample surface
with MoN(MoZr)ZrN coating

The data of scanning electron microscopy, shown in Figure 2 and Table 1 shows that the chemical
composition of the coatings in the layers under study is different.

From the picture of the raster image of the multilayer coating, the selection of particles of micrometer
scale is seen. Spectrum analysis shows a different quantitative distribution of elements in each layer.

Interpretation of the spectra of the layer-by-layer coating is presented in Table 1.

Table 1
The elemental composition of the coating MoN(MoZr)ZrN
Spectrum N Al Ti Cr Fe Zr Mo Sum
Spectrum 1 12.64 0.53 0.00 0.43 1.00 50.52 34.87 100.00
Spectrum 2 12.39 0.34 0.00 0.00 0.65 54.96 31.67 100.00
Spectrum 3 12.89 0.68 0.00 0.00 0.79 59.49 26.16 100.00
Spectrum 4 11.78 0.38 0.00 0.60 1.06 58.86 27.32 100.00
Spectrum 5 0.00 0.60 0.00 0.00 1.04 58.59 39.76 100.00
Spectrum 6 10.04 0.89 0.00 0.00 1.54 51.80 35.73 100.00
The average 9.96 0.57 0.00 0.17 1.01 55.70 32.58 100.00
Standard deviation 4.98 0.20 0.00 0.27 0.30 3.88 5.22
Max. 12.89 0.89 0.00 0.60 1.54 59.49 39.76
Min. 0.00 0.34 0.00 0.00 0.65 50.52 26.16

In all layers there is (spectra 1-6 in Table 1) the maximum content of molybdenum, zirconium and
nitrogen. The appearance of nitrogen is due to the residual gas content in the cell of the Bulat-6 unit. The
data of energy dispersive analysis (Fig. 1) shows the presence of Mo and Zr in A 570 Grade steel.

Along with clear lines of phases with maximum intensity, the appearance of broadened peaks of lesser
intensity is observed, which, apparently, indicate a decrease in the grain size and the formation of
nanocrystallites in the coating structure. Figure 3 shows the X-ray diffraction analysis of the coating.
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Figure 3. XRD spectors of MoN(MoZr)ZrN coatings (series 3)

Table 2

The phase composition of the multilayer coating

No. 20 dhk/s A ZrN, dhkls A MOzN, dhkls A
1 33.8 2.625 111 -
2 39.2 2.298 200 111
3 43.5 2.085 - 200
4 57 1.614 220 —
5 68 1.379 311 220
6 74 1.281 - 311
7 79 1.212 400 —
8 84.8 1.143 - 400

From metallographic images of the surface of the coating, you can see that the structure contains dis-
persed particles of predominantly spherical shape. Using the method of the ratio of the areas occupied by
particles, the volume fraction of these particles was calculated, which was <f> =3 %. The period of the unit
cell phase is a = 4.56 A. X-ray diffraction analysis data (Table 2) show the appearance of zirconium and mo-
lybdenum nitride phases. The most intense peak corresponds to two phases: (200) ZrN and (111) Mo,N.

Figure 4a presents an image of the cross section of the sample in a scanning electron microscope. Data
interpretation of the spectrum of the SEM image are presented in Table 3. Spectra 4 and 5 correspond to the

chemical composition of the original sample substrate steel A 570 Grade.
Spectra 1, 2 and 3, taken from a layer with a thickness of 8 pum, show the presence of Mo and Zr.
According to the energy dispersive and X-ray structural analyzes, these phases are identified as ZrN, Mo,N.
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Figure 4a. SEM-image of the cross-section
of the sample with a MoN(MoZr)ZrN coating
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Table 3
Elemental composition of the coating and the substrate
Spectrum (0] P S Cr Mn Fe Ni Zr Mo Sum

Spectrum 1 12.98 6.78 21.83 2.53 27.99 27.89 | 100.00
Spectrum 2 16.46 6.93 22.82 2.18 26.82 24.78 | 100.00
Spectrum 3 15.28 7.85 25.29 2.53 25.83 23.23 | 100.00
Spectrum 4 6.18 0.42 0.46 17.30 1.53 65.94 8.16 100.00
Spectrum 5 5.45 0.38 0.37 17.27 1.94 66.68 7.91 100.00
Max. 16.46 0.42 0.46 17.30 1.94 66.68 8.16 27.99 27.89

Min. 5.45 0.38 0.37 6.78 1.53 21.83 2.18 25.83 23.23

The microhardness of the applied coatings was determined with a PMT-3 microhardness tester, with the
Vickers method. For each sample and for each load, at least 20 holes were made. After spraying, the
microhardness increased. Studies of the surface morphology of the deposited samples No. 877 and No. 891
were carried out using a Keyence VK-X100 digital microscope.

The image of the surface of sample 877 is shown in Figure 5, where it can be seen that a fairly smooth
surface with droplet fractions was formed, which is characteristic of coatings applied by the vacuum-arc
method. The average roughness of the samples did not exceed 0.3 microns.

In the coatings, a two-phase state is formed (nitride and metal phases), and each phase corresponds to a
specific layer. In the spectrum of sample No. 877, an overlap of peaks from Ti and Mo is observed. Also the
expansion of the peaks from the plane (222) is seen, indicating a high disorder of polycrystallites, probably
from the molybdenum phase.

Figure 5. Surface morphology of sample 877

Typical X-ray spectra of the studied coatings are presented in Figure 6. The spectrum for each sample
has a corresponding color. As can be seen from Figure 6, the most intense peaks correspond to the (111) and
(200) planes, but we can also observe weaker reflections from the (311) and (220) planes.

I, arb. un.

893 - (TiCr)N/(TiCr)
891 - (CrZr)N/(CrZr)
878 - (CrMo)N/(CrMo)
877 - (TiMo)N/(TiMo)

|
e S

Theta, deg
Figure 6. XRD spectors of samples
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a — general view; b — layers with a higher magnification x5500
Figure 7. SEM images of the cross section of sample 8§91

The cross-sectional view at magnifications of x800 (general view) and x5500 (enlarged nitride and
metal layers) of sample No. 891 is shown in figures 7a and 7b, respectively. We can observe a good flatness
of the layers: they do not intersect and have clear visible boundaries. The total thickness of the coating is
about 54 microns, and the individual layers are about 750 nm thick (nitride layers) and 150 nm (metallic
layers). The data obtained are in good agreement with the deposition parameters for nitride and pure metal
layers.

The hardness of the coatings for samples Ne 891 and Ne 877 in the precipitated state was studied by the
Vickers method using a TimShimadzu HMV-G Micro Vickers microhardness tester. The average hardness
of the HVO0.1 coatings was 2700, while the HV0.5 and HV1 coatings were 2250 and 1700, respectively,
which makes them as complex as the protective coatings.

Conclusion

Vacuum-arc evaporation of Mo and Zr cathodes was obtained by coating with a dense structure,
without obvious defects and of equal thickness over the entire surface of the sample. The microstructure of
the coatings is represented by the cubic phases MoN and ZrN with the preferential orientation of (200) and
(111), (220), respectively. The deposition of a multilayer coating on A570 Grade MoN/ZrN steel resulted in
the appearance of ZrN and Mo, N phases in the surface layers. This is evidenced by data of X-ray analysis. It
was established that the particles of the nitride phase are predominantly spherical in shape with a volume
fraction of 3 % and sizes of 1-3 um and larger particles with a diameter of about 12 pm.

To determine the characteristics of the coatings, various methods of analysis were used, such as XRD,
EDS, REM methods, and also hardness tests were carried out. For sample No. 877, the shape and intensity of
the diffraction peaks from the nitride layers may indicate a fairly good crystal structure of the nitride layers.
In accordance with the research results, the upper layers of the coatings are metals, the ratio between the
metal components is in the range of 0.9—0.92.

In sample No. 891, there is a good flatness of the layers, they do not intersect and have clear visible
boundaries. The total thickness of the coating is about 54 microns, and the individual layers are about
750 nm thick (nitride layers) and 150 nm (metallic layers).

Two-phase state (nitride and metallic phases) was formed in the coatings, and each phase corresponds
to certain layer. For sample No. 877 we can observe overlapping of peaks from Ti and Mo (sample 877).
Broadening of the peaks from (222) plane is also observed indicating at high disorder of polycrystallites,
probably from molybdenum phase. Shape and intensity of diffraction peaks from nitride layers can point on
pretty good crystalline structure of the nitride layers. In according to the results of the EDS studies, top
layers of the coatings are metallic ones, the ratio between metallic components is in the range 0.9-0.92.

Cross-sectional view under magnification at x800 (total view) and x5500 (magnified nitride and pure
metallic layers) of the sample No. 891 are presented in Figure 7a and 7b accordingly. We can observe good
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planarity of layers; they do not intersect and have clear visible borders. Total thickness of the coating is
around 54 pum, while alternative layers have the thickness around 750 nm (nitride layers) and 150 nm (for
pure metallic layers). The obtained data is in a good agreement with the deposition parameters, where one
can see 5 minutes and 1 minute deposition times for nitride and pure metallic layers.

For samples No. 877 and No. 891, the hardness of the coatings in the deposited state was studied by the
Vickers method using a Tim. Shimadzu HMV-G Micro Vickers microhardness tester. The average hardness
of the HVO0.1 coatings was 2700, while the HV0.5 and HV1 coatings were 2250 and 1700, respectively,
which makes them as complex as the protective coatings.

Hardness tests showed a maximum hardness of coatings close to 24 GPa, due to the Hall-Petch amplifi-
cation effect, which is much higher than single-layer coatings. The data on microhardness measurements in-
dicate the hardening of the surface layer by 4.3 %.

This work was carried out with the financial support of PTsF by the Science Committee of the Ministry
of Education and Science of the Republic of Kazakhstan on the topic « Development of production technology
for medical products from tantalum and niobiumy.
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P.E. Cakenona, H.K. Epnpi6aesa, A.Jl. [Torpe6usax, M.K. Keutbiikanos

Bakyymabi-noranbik duicnieH ajgabiaradn MoN(MoZr)ZrN xone (TiMo)N/(TiMo),
(CrZr)N/(CrZr) Herizingeri kenkadaTTbl ska0bIHIbI 3epPTTEY

Maxkanama 0,09 mkm geitinri Ra kexipi 6ap AS70 mapkanbl TOT GacmaiiTeiH GONaTThiH OeTiHe >KaObUTFaH
kernkabartsl jxka0biHAbLIap MON(MoZr)ZrN xone (TiMo)N/(TiMo), (CrZr)N/(CrZr) xabyna ajnblHFaH
9KCHEPUMEHTTIK 3epTTEYJICPIiH HOTWKeIepi KenTipinreH. «bynar-6» KOHABIPFBICHIHAA KaTOITHI BAKYyMJIbl-
Joranslk OymaHy omiciMeH kaObHmap anblHABL KemkaGaTTel sxaOBIHIApABl CKaHEPIECHTIH SJIEKTPOHIBI
MHUKPOCKOIHS JKOHE MHKPOTAIIAy OiCIMEH TYCIPreHHEH KeWiH IMPKOHUIIIH, XPOMHBIH, a30TTHIH JKOHE
MOJMOJEHHIH yirinepAin OeriHe OIpKeNKki Tapalybl aHBIKTANIBL 3epTTEy HOTIDKENepl  MKaKCHI
TPUOOJIOTHSIIBIK KaCHETTePi JKaKCapThUIFaH (HU3MKa-MEXaHUKAIBIK KaCHETTEPMEH YHIECKeHIe OaNKbIThUFaH
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MaTepHaIbl KYMBICTHIH ©T€ ayblp JKar[aillapblHIa KYMbIC ICTCHTIH MallMHaIap MEH Kypal-caiiMaHaap
YLLIIH KOpFay MaTepHaibl PEeTiHAe KONAaHy YIIiH 6Te THIMII.

Kinm ces30ep: xenkabaTThl kaObIHBUIAP, KATOATHIK JOFaiap, MUKPOKYPBUIBIM, eKi(a3ajbl Kyi, BaKyyM/bl
JIOFaJIbl 9JTiC, MUKPOKATTBUIBIK, TO3YFa TO3IMIILIIK.

P.E. Cakenona, H.K. Epnpi6aesa, A.Jl. [Torpe6usax, M.K. Keutbiikanos

HccnenoBanme MHOTOCJOMHBIX MOKPBITHIT HA 0cHOBe MON(MoZr)ZrN
u (TiMo)N/(TiMo), (CrZr)N/(CrZr), no1y4eHHBIX METOI0M
BAKYYMHOI0-1YTOBOI'0 OCAX/1eHUs

B cratee mnpeacraBneHsl pe3yibTaThl JKCIEPUMEHTANbHBIX HCCIEJOBAHUN MHOTOCIOWHBIX MOKPBITUI
MoN(MoZr)ZrN u (TiMo)N/(TiMo), (CrZr)N/(CrZr), nony4eHHbIX Ha 0Opa3lax W3 HepikaBelolleil cTaiu
A570 Grade c mepoxoBatocteio Ra mo 0,09 mxm. ITokpsitas 6puTH COPMHUPOBAHBEI METOJOM BaKyyMHO-
JIYrOBOTO HCIApeHHs KaToloB B ycraHoBke «bymar-6». Ilocie HaHeceHHS MHOTOCIOMHBIX ITOKPBITHI
METOJIOM CKaHUPYIOMEH »JIEKTPOHHONH MUKPOCKONMHM M MHUKpOaHalIn3a OOHApYKEHO HEOJHOPOJHOE
pacnpeseneHre OUPKOHUS, XpOMa, a30Ta U MOJIMOAEHA 10 IOBEPXHOCTH 00pa3uoB. Pe3ynbTaTsl ncciaenosa-
HUI TOKa3bIBAIOT, YTO XOPOLIME TPHOOJOTMYECKHE CBOMCTBA B COYETAHMU C YIY4YIIEHHBIMH (DU3MKO-
MEXaHHMYECKUMHU CBOMCTBAaMM AENAIOT HAMIABJICHHBII MaTepual NepCleKTUBHBIM sl IPUMEHEHHs B KauecT-
BE 3aLIMTHOTO MaTepHana Uil MAllMH U HHCTPYMEHTOB, PabOTaIONIUX B YPE3BBIYAMHO TAKETBIX YCIOBHAX
paboTHI.

Kniouesvie cnosa: MHOTOCIONHBIC TOKDPBITHS, KaTOAHAs yra, MHUKPOCTPYKTYpa, IByX(}a3zHOe COCTOSHHE,
BaKyyMHO-JyIOBOI METOJ], MUKPOTBEPIOCTh, U3HOCOCTOUKOCTb.
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Mathematical model of high-temperature melt flow
with account for short-range order nature

The problems of mathematical description of the viscous motion of the metal melt accompanied by overcom-
ing the internal friction caused by the movement of particles and overcoming the forces of their interaction
are investigated. Solutions of hydrodynamic equations involving quantum potentials of interparticle interac-
tion of atoms in melts, and quantum effects were taken into account using correlation functions of transport
coefficients such as viscosity, since they are quite closely related to the structure of matter and are the most
structurally sensitive characteristics of matter. The research consists in the fact that the correlation functions
of viscosity are justified from the point of view of the quantum statistical method. The correlation between
correlation functions and radial distribution functions is established. A mathematical model of the flow of
high-temperature melts taking into account the nature of the near order in them and the account of the second
coefficient of viscosity by methods of statistical physics is described. On the basis of theoretical studies the
parameters determining the relationship between viscosity and interatomic potential are calculated. The found
dependences allow us to determine the average values of any physical parameters, in particular, the values of
shear and volumetric viscosity.

Keywords: viscosity, potential, hydrodynamic equations, computer simulation, melt.

1. Introduction

The authors have considered the problem of solving hydrodynamic equations involving quantum poten-
tials of the interparticle interaction of atoms in melts, and quantum effects are taken into account using the
correlation functions of transfer coefficients such as viscosity, since they are rather closely related to the
structure of the substance and are the most structurally sensitive characteristic of the substance. Based on
extensive classical studies of A.R. Regel, V.M. Glazov [1] it can be stated that metal and semiconductor
melts are spatially inhomogeneous. The spatial heterogeneity is determined by their atomic-molecular char-
acter. Therefore, the physicochemical, metallurgical properties of metal and semiconductor melts should be
described taking into account the short-range order. The methods of quantum statistical physics permit to
express the coefficients of shear and volume viscosities using correlation functions [1, 2].

2. Experimental Part and Results Discussion

One of the most constructive methods for studying the physical properties of melts is computer model-
ing [3-5]. Consider one of the options for splitting the equations of hydrodynamics [6, 7] as applied to the
calculation of the melt flow in a flat channel in accordance with Figure 1.

y/H

Figure 1. Model of melt flow in a flat channel
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Such a melt flow can be described by the following equations of dimensionless form:
%, M
Bx ay
du N BL ouv Bp d’u 82
ot ox ay ax Rel ox® ay
2 2 2
a_l)+al+aul)+ap a_D+a_12) , (3)
ot dy ox dy Rel ox’ dy
where Re =pu,H /u, H is a channel width; u, is speed; p is density; W is viscosity.
Equations (1)—(3) are integrated under the following initial and boundary conditions:

2

att=0,0£x£%,0£y£l: u=1"l)=0’p:p0’

att>0,x:0,0SyS1; u:o '\):O P=Do>
att>0,x:£,OSyS1: % v =0, a_p:_B,
H x  ox ox
2
att>0,y=0,y=1,0£x££:u:O,D 0, Bp A
H dy Reay

where [ is the preset pressure gradient; ¢ is the distance from the entrance to the ledge; L is the total
length of the channel.

Equations (1)—~(3) depend on ¢ and can be solved for u,v. But the pressure p is implicitly preset, be-
cause it is not part of the equations in the form of the derivative of ¢. To exclude this, we write the equation
of continuity (1) as follows

w + ou + Al =0, where w=p +l<1)2 + uz) , according to Bernoulli's law.
ot ox 9y 2

Then equations (1)—(3) can be reduced to the following two independent systems of equations (4) and

(5), which are given for consideration below:

1 ow, du
4 =
2 ot Oox

2 2
20t 0Jx ox Reax
1ov, dwo_ 1 9%
29t ox Reox®’
law2 v _
2 ot By

2

181)+8i+8p 1 d 5)

20t dy dy Re ay
18u+8u1)_ 1 o’u
20t dy Reoy’’

u’ v’
where w, :p+7, w, =p+?.

Thus, these two systems of equations make it possible to model the melt flow in a flat channel. It should
be noted that boundary conditions should also be split here. We represent the split boundary conditions for
our case. For the system (4):

L odu_ dv op

at x=0:u=1v=0, 0, for y, at x=—: —=—=0, — =03, for y,
p= Y H ox ox ox P Y
2
atx=£:u20,1)=0,a—p ! az,fr0<y<£
H ox Reox H
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For the system (5):
2
aty=£,0§x§£; u=0,v a_p—La_lz)
H H dy Reody
2
atyzO,ingA; u:O,U—()’a_p_ialz)
H H dy Ready
2
atyzl,OSxSi: u:O,Uz()’a_p:La_?
H dy Redy

Now consider the melt flow in a tilting trunk. For a particular design, one can interpret and write it as
follows. Direct Oz axis along the axis of the trunk, assuming that the design of the trunk is infinitely long,
and the melt flow is directed along the axis of the trunk so that only w, of the three components u,v,w, re-
mains, therefore u =0, v=0. Let the melt flow be isothermal, then p density and viscosity W = const.

Consequently, the hydrodynamics equation can be written as:

_la_p:() _la_p:() Wa_w__la_p [82W+82W+82WJ’8_W:
’ x> 9y 9z ) oz

pox  poy dz  poz
Thus, as can be seen from the system of equations (6), the rate w is a function of x, y, only; in addition,

0. (©6)

the pressure function p is a function of z . On the basis of (6), we obtain the equation:

dﬁ:u(azwﬁz—w} ™)

dz ox’ 9y’
The right side of (7) represents a function of x, y, while the left side is a function of z . From the basic

. . d, A . L
principles of hydrodynamics, it follows that d_p = ——5 , where Ap is the pressure drop at an arbitrarily cho-
Iz
sen section; ¢ is the length of the trunk. In addition, due to the free surface of the melt, the pressure in the

channel is equal to the atmospheric pressure [8]. Since the trunk is inclined to the horizon at a certain angle

Ap

o, a volume force arises, the projection of which on the axis Oz is equal to F, = gsinoc=7. Then the

equation of motion (7) in the direction of Oz becomes:
’w  I’w

—+— |+pgsina=0. 8

u(axz ayzj Pg ®)

To solve the resulting equation, boundary conditions are necessary. These conditions will be determined

by sticking of the melt to the bottom of the trunk and the absence of friction on the free surface of the melt.

Denote the depth of the flow as 4, and the width of the trunk as /,. Then the boundary conditions of the
problem can be written as follows:

w=0 aty=0,a—W:O aty=h1,a—W=0 at x =h,. 9
oy ox

Thus, equation (8) with boundary conditions (9) will describe the process of melt flow in specific de-
signs of the trunk type. This model is designed for the melting equipment of the SCR-2000 line; the drawing
of the lower trunk section is presented in Figure 2.

378

260

240 115

— =

Figure 2. Lower trunk cross section
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Calculations are made for the lower trunk with an inclination angle of 3°. Numerical parameters are

[Ir—a(r—h):l
2
Z:\/a2+(16h2/3)2\/832+(16-182/3)=92.8 mm, where [ is the length of the arc; a is a chord;

92.8'115—83(115—18j
2 2

2
tion per second is O =3.61 kg/s. Based on this, one can make definite the average melt flow rate, which is

equal to v, =0.45 m/s.

In the calculations, constant step-sizes were used. The time-step in the calculations was chosen to be
At =0.001. The found out results for the profiles of melt flow rates v and u in the flat channel are respec-
tively presented in Figure 3. Obtaining the steady-state flow required 3000 steps. The results show that the
proposed computational scheme is quite economical and it can be easily used to calculate the flow at suffi-
ciently low Reynolds numbers. The analysis of the data obtained shows that replacing the continuity condi-
tion by a Poisson-type pressure equation leads to a numerical scheme that is free from a complicated compu-
tational procedure.

found by the following calculations: the area of the segment S = , a=83 mm, A=18 mm,

=1029 mm’. Then the melt consump-

h is a segment arrow. Consequently, S =

YT v+

a b
Figure 3. Profiles of a) transverse v and b) longitudinal u rates

On the basis of the compressibility sum rule, one can determine how self-consistent the adopted model of
the melt system is. If the value of the volume modulus is determined correctly, then its reciprocal value is
equal to compressibility. Compressibility is important when considering the physicochemical properties of
molten metals. On the basis of [9], one may state that in a crystalline substance the bulk modulus of elasticity
is equal to the derivative of the energy in terms of volume. At the same time, the static modulus must be con-
sistent with the dynamic modulus. The dynamic modulus is calculated from the phonon dispersion ratio in
the long wave approximation. Therefore, it is strongly linked by interatomic interaction. This statement is the
essence of the compressibility rule and is well tested for crystalline metals [9]. Further studies have shown
that the sum rule is not fully satisfied for the model of metals constructed using perturbation theory in the
second order in empirical potentials. Then, the third and fourth order terms appearing in the dynamic matrix
at ¢ — 0 bring to a second order contribution. Also, the discrepancy is obtained due to the inclusion of these

contributions only when calculating static modules and neglecting them when calculating dynamic ones. The
inclusion of the higher terms of the expansion in the construction of a dynamic matrix approximates the ex-
perimental data to the theoretical ones [10—12].

The data are in good agreement with experimental ones within 10 %. These assumptions make it possi-
ble to estimate the relaxation time of the structural viscosity (i.e. the volume one). According to
Ya.l. Frenkel, the settled life of an atom #=10""" c. This value agrees well with the found relaxation time of
the volume viscosity. According to the hole theory, it can be assumed that the volume deformation of the
melt consists of two types of deformation. The first is instantaneous and retarding. The second is the defor-
mation associated with the change in the number of holes during the movement of the melt. The retarding

AVz e*AH/RT
VRT
volume of holes, AH is the increase in enthalpy due to the formation of holes. Then, if the retarding part of

part of compressibility can be calculated by the formula 3, = , where AV is the change in the
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compressibility is known, using the formula given in [11], it is possible to determine the value of the volume

viscosity W, =—, where f, is the equilibrium compressibility, ¢ is the lag time. The regime of the copper
0

melt flow is completely determined by the melt viscosity, the theoretical and experimental [12] values of
which are presented in Figure 4 and Table.

Table
Experimental [L;. and theoretical Ly, values of the shear viscosity and the theoretical value of the volume

viscosity L,

T,K W, Pa-s We, Pa-s w,,Pa-s
1358 0.005 0.0060999 0.12354
1398 0.0046 0.005847 0.11959
1438 0.0042 0.005606 0.11578
1478 0.0038 0.005374 0.11208
1518 0.0036 0.005153 0.10851
1558 0.0033 0.00494 0.10505
1598 0.0031 0.004736 0.10117
1638 0.0029 0.00454 0.09846
ur 105, Pas ur10°, Pas

A A
3

ks 4

L L L L
1350 1400 1450 1500 1550 1600 T,

a b

1350 1400 1450 1500 1550 1600 T

Figure 4. a — the theoretical value of volume viscosity and b — the experimental one U, [9]

and the theoretical value of shear viscosity g,

Conclusions

Thus, the main problem of the mathematical description of a viscous motion of a metal melt, accompa-
nied by overcoming internal friction caused by the melt particles movement and overcoming the forces of
their interaction, is considered. Based on the cluster theory of the melt flow, a relationship between viscosity
and interatomic potential is established.
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7KakbiH TOPTINTIH TAOMFATHIH ecenKe aJ1a OTHIPbIN 0AJKbIMAHBIH KOFAPbI
TeMIePaTyPaJibl AFbIHBIHBIH MATEMATHUKAJIBIK MO/IeJTi

BenmekrepaiH KO3FalbICHIHAH KOHE OJApIbIH ©3apa OpEeKeTTECYiHiH KYIIiHEeH TYybIHIAFaH iIIKi YHKemicTi
KEHYMEH KOca JKYPeTiH MeTajul OalKbIMACBIHBIH TYTKBIP KO3FAJIBICHIHBIH MaTEMaTHKAJIBIK CHIIATTaMachl
Mmacerenepi 3eprrenai. KopbiTnanapaarsl aToMIapAblH YIIECTEC 63apa OpeKeTTeCYiHIH KBaHTTBIK OTCHIHAI-
JapbIHBIH KaTHICYBIMEH THIPOJAMHAMHKAIBIK TEHACYJEPI IICHIy JKOHE KBAHTTBIK OCEpJIep TYTKBIPIIBIK
CHSIKTBI TachIMaiaay Ko3()GUIMEHTTEPIHIH KOPPeISILMSIIBIK (yHKIMSIIApbIH HaiianaHa OThIPbI 3epTTEII],
oJIap 3aTThIH KYPBUIBIMBIMCH THIFbI3 0aiiJIaHBICTBI KOHE 3aTTHIH HEFYPJIBIM KYPBUIBIMABIK-CE3IMTaN CHIIAT-
TaMasapbl OONBIIT TaObUIa/ABl. 3€PTTEY TYTKBIPJIBIKTBIH KOPPEISLHMSIBIK (yHKUMSIAPhl KBAHTTHIK-CTATHCTH-
KaJIbIK 9Jlic TYpFbIchIHAH Herizpenni. Koppensuusiblk QyHKIusIap MeH pajauaiibsl YiecTipy QyHKIUsIapsl
apacblHa Koppelslus opHaTbuiraH. JKorapbl Temmeparypaibl OaJIKbIMaslap aFbIHBIHBIH MaTeMaTHKAJIBIK
MOJIei, OJlap/ia JKaKbIH TOPTIMTiH TAOUFATHIH €CEMKe ajla OTHIPHII KIHE CTATUCTUKAIBIK (PH3HKa d/licTepiMeH
eKIHII TYTKBIPJIBIKTHIH KO3(GHUIUCHTIH ecenke any cunartanraH. JKypri3iireH TeopusuiblK 3epTreyiep
HETi3iH/e TYTKBIPJIBIK IIEH aTOMapaliblk MOTCHLHAN apachlHAAFbl GaillaHBICTBI AHBIKTANTBIH HapameTpiep
ecenreni. TaOburFaH TOYSIAUTIKTEp Ke3 KeldreH GpU3HKalbIK ITapaMeTpiIep/iH, aTal aiTKaHIa, KbUDKY KOHE
KOJIEMIIK TYTKBIPJIBIKTHIH MOH/IEPIHIH OpTalla MOHIH aHBIKTayFa MYMKIHAIK Oepeni.

Kinm co30ep: TYTKBIPNBIK, TOTCHIWAN, THAPOAWHAMHKAIBIK TEHACYNIEp, KOMIBIOTEPIIIK MOJEIBICY,
OanKpIMaap.

C.H. llIantakos, C.I1I. Kaxxukenora, b.P. Hycyn6ekos,
JI.K. Kapab6ekosa, A.K. Xacenos, M. CtoeB

MartemaTuveckasi Mojie/ib BLICOKOTEMIIEPATYPHOI0 T€YEHHUS pacijiaBa
C Y4eTOM NPHPObI OJIHKHEr0 MOPSAIKa

HccnenoBansl mpoOIieMbl MATEMAaTHYECKOTO OMUCAHUS BS3KOTO JBIDKCHUS METAJUIMYECKOTO paciiiaBa, Co-
MPOBOXK/IAIOLIETOCS IPEO0JI0JIEHUEM BHYTPEHHEI'O TPEHHUSI, BBI3BAHHOT'O JBMXKEHHEM YaCTHIL U IPEO0JI0JIEHUEM
CWJI UX B3aUMOJEUCTBUsI. PeleHuss ruipogHaMU4eCKUX ypaBHEHUH ¢ y4acTHEM KBAaHTOBBIX IOTEHLHAIOB
MEKYaCTUYHOTO B3aHMOJICHCTBHS aTOMOB B paciUlaBaX M KBAaHTOBBIC dPPEKTHI YIHTHIBAIUCH C UCIIOIH30Ba-
HHEM KOPPEIAIUOHHBIX QYHKIMH K03 (DHUIIMEHTOR MMEPEHOCA, TAKMX KaK BA3KOCTb, IIOCKOJIBKY OHH JOBOJIBHO
TECHO CBSI3aHBI CO CTPYKTYPOH BEIIECTBA M SBJISAIOTCS HanOOJIee CTPYKTYPHO-YYBCTBUTEIBHBIMU XapaKTepH-
CTHKaMH BellecTBa. MccnenoBanusl 3aKI04aIMCh B TOM, YTO KOPPEISLUOHHbBIC (DYHKIIMH BSI3KOCTH 00OCHO-
BaHbI C TOYKH 3PEHUS] KBAHTOBO-CTaTUCTHYECKOTO METO/A. Y CTAaHOBJIEHA KOPPEIALUS MEKAY KOPPESILHUOH-
HBIMU (QYHKIOUSMH B QYHKIHSAMU pagHaibHOrO pachpenencHus. Onrucana MaTeMaTniecKas MOJelb TCUCHHUS
BBICOKOTEMITEPATYPHBIX PACILIABOB C YUETOM HPUPOJIBI OJIIMKHETO TOPSIKa B HUX U BTOPOTo Ko3huimeHra
BSI3KOCTH METOJIaMH CTaTUCTUYECKOW (u3nku. Ha OCHOBaHWH MPOBEICHHBIX TEOPETUYCCKUX HCCIICIOBAHUN
paccuuTaHbl apameTpsl, ONPEeIISIONINe CBsI3b MEXKy BA3KOCTBIO U MEKAaTOMHBIM HoTeHIuanoM. Haiinen-
HBI€ 3aBHCHUMOCTH MO3BOJIAIOT ONPEAEIUTh CPeIHHE 3HauYeHHs JTI00BIX (PU3NYECKUX IMapamMeTpoB, B YaCTHO-
CTH, 3HAYEHHUH CIBUTOBOI U 00BEMHOM BSI3KOCTH.

Kniouegvie crosa: BA3KOCTb, TIOTEHIUAN, THAPOMHAMUYECKHE YPAaBHEHHS, KOMIIBIOTEPHOE MOJCINPOBaHHE,
pacmias.
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Propagation of electromagnetic waves in anisotropic magnetoelectric medium

In the article we consider porpagation and interaction of electromagnetic waves of different polarization, in
anisotropic medium that is inhomogeneous along the Z axis with magnetoelectric effect of tetragonal,
trigonal, and hexagonal symmetries are described by the structure of the matrix coefficients. The matricant
structure of the original system of equations follows from the structure of coefficient matrix. In unlimited pe-
riodic structures, dispersion relations of electromagnetic waves are determined from the new modified condi-
tions for the existence of non-trivial solutions which are the consequence of the matricant structure. Obvious
analitical form of the matricants for the homogeneous anisotropic dielectric medium with magnetoelectric ef-
fects follows from the matricant structure. Analytical equations for homogeneous anisotropic medium with
magnetoelectric effects allow one, in matrix setting, to obtain analytical solutions for the problem of reflec-
tion and refraction on the border of isotropic and anisotropic medium with magnetoelectric effect based on
the matricant method. Initial relationships that describe electromagnetic wave propagation in anisotropic
magnetoelectric medium are reduced to the system of linear homogeneous first order differential equations.
The structure of the matricant is obtained. Dispersion equations of electromagnetic waves in periodic inho-
mogeneous medium with magnetoelectric effects are constructed. Averaged matricant describing the propa-
gation of electromagnetic waves in homogeneous anisotropic medium with magnetoelectric medium are also
constructed. Besides, the graphs of energy reflection coefficient of TE and TM electromagnetic waves and in-
cident angle are plotted.

Keywords: anisotropic medium; electromagnetic waves; magnetoelectric effect; matricant method; reflection,
refraction of electromagnetic waves.

Introduction

Anisotropic medium is characterized by many parameters. One of the constructive ways to overcome
these difficulties is a systematic and detailed study of properties of Maxwell equations in a wide class of ani-
sotropic medium so that the regularities of these solutions that depend on the structure of tensor quantities
defining anisotropy of medium can be established. In this research, solutions of Maxwell equations in dielec-
tric magnetoelectric medium that depend on time harmonically are considered [1].

In this work on the basis of a method of variables separation and representation of a solution in the form
of plane harmonious waves of Maxwell equation and the defining ratios describing distribution of electro-
magnetic waves in non-isotropic mediums with magnetoelectric effect are brought to the equivalent system
of ordinary differential equations of the 1st order with float factors and matrixes of coefficients for tetrago-
nal, trigonal and hexagonal singoniya in volume and flat cases are received [2]. The structure of matrixes of
fundamental solutions of a system of the differential equations of the Ist order describing distribution of
electromagnetic waves in anisotropic environments of tetragonal, trigonal and hexagonal singoniya with
magnetoelectric effect in volume and flat cases is constructed [3]. The equations of dispersion of electro-
magnetic waves in unlimited periodic structures are received. Matriciants of homogeneous anisotropic
dielectric environments with magnetoelectric effect are constructed. Matrix statement is formulated and the
analytical solution of a problem of reflection and refraction of electromagnetic waves on border of the iso-
tropic environment and anisotropic environment with magnetoelectric effect is received [4]. The numerical
analysis of power coefficients of reflection and refraction at reflection of electromagnetic waves on border of
the isotropic environment and anisotropic environment with magnetoelectric effect is carried out. Schedules
of dependence of power coefficients of reflection and refraction from a hade of electromagnetic waves are
constructed [5, 6]. The value of work is that the structure of fundamental decisions and an obvious type of
analytical representations of a matriciant allows to investigate periodically non-uniform anisotropic envi-
ronments and average structures [7, 8].

When volume charge density, p, current density vectors and harmonic time dependance of wave fields

are absent Maxwell equations take following form:
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roth—a—Bz—icoE, rotﬁza—DzimD, (D
ot ot
divB=0, divD=0. )
Material equations connecting B and H , D and E we obtain from free energy
F, =¢€g,EE, +uy,HH —oEH,, 3)
where ¢€,,l1, — components of dielectric and magnetic susceptibility tensors; o, — component of non-

symmetric magnetoelectric effect tensor.
Solutions of E,H,B,D wave fields are taken in the following form:

~ = iottik, xtik y
F=F(z)e - “)
where ® — frequency; k, ,k, — components of a wave vector. We assume that medium is inhomogeneous

along the z axis. Then material equations take the following form:
oF oF
Ezeoey.Ej—ocUszDi; ﬁ=HoMUH;—OCUE,-=B,-- ()
Based on the matricant method, the system of equations describing propagation of electromagnetic
waves can be reduced to equivalent system of differential equations:
dU - -
— =80, U=(E, H,HE,). (6)
Then matrix coefficients of B takes the following form:
bll b12 bl3 bl4

b21 bll b23 b24

B= , (7
_b24 _b14 _bu b34
_b23 _b13 b43 _bl 1
where
ke ke, ] kf, Kk,
b, = ZTOCU; b, =iy, Fuz TOU, | by =—i B Lol 5
k2 2 2
b, = —i(—yoc“ +oo, |; b, =ig, [k—xsz +0)81j; by, = _i[k_xa“ +oaocl] ;
B § §
kK, k: (K
b,, =—i €&, b,, =—ig,| =€, + e, |; by, =—il, | =1, +ou, |.
p B p
Propagation of waves in the ( xz, yz ) planes is described by B matrix:
0 blZ 0 b14
B — bzl 0 b23 0 (8)
0 _b14 0 b34
_b23 0 b43 0
When waves propagate in the xz (k, =0) matrix elements takes the form:
k2
by, =i®UW,; b, =—i®da, ; b, =ig, [Fxgz + OJEIJ;

K2 ks
by, = _i(ﬁan + O*)O(‘J_] ; by, = —IWEE, ; by =il (Exuz + (’Oul] .

When waves propagate in the yz (&, =0) matrix elements takes the form:

k’ k’
b, =iy, (Fyuz + 0)“1} b, = _{F}O‘u + wal] by =iegE,
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k2
b23 = —l.mO(l 5 b34 = —igo (Fyez + (081] 5 b12 = _imuoul .

The consequence of the matrix structure of coefficients of B is the structure of fundamental solutions:

by ~hy —lyp I

j—v—l — L 4 ly Ly (9)
"t24 t14 t44 "t34
by —hy —ly Iy

Due to its wide application, inhomogeneous periodic medium is one of the important class of inhomo-
geneous medium. The structure of the fundamental solutions give the opportunity to find the most general
dispersion equations of electromagnetic waves in inhomogeneous periodic medium with magnetoelectric
effect.

When electromagnetic waves propagate in the coordinate planes dispersion equations are found from
the following condition:

det(P— Ecoskh)=0, (10)
here
N A
P=—(T+1").
2
From the structures of 7 and 7' the structure of P takes the form:
B0 B B

bl O B R B 02
_P24 P14 P33 0
E4 _E3 0 P33
taking into account (12) in (10) gives:
~ ~ 1 2
PR =R+ PR =Pa) +4(RR+ RP)) (13)

the general form of dispersion equations can be written in the following form:
coskh B, coskh P (14)

Averaged matricant, describing the propagation of electromagnetic wave in homogeneous anisotropic
medium with magnetoelecric effect, is obtained in the following analytical form

j:;;er TC+1E ECOSkZiESinkZ - ﬁ—lE ECOSXZiESinXZ (15)
2 k 2 X
here
fi= i_lEA; ﬁ=E+lé2h2. (16)
B-P 2 2

Matriciants will have an appearance

S}
w

tzl tll 24 |, (1 7)

t t —t t
21 11 23 24 (18)

ISy
3
N
Il Il
/—\ /—\
| | |
NN I\)N
(98] ES
|

= S

o £

JBN bJN

w2 o

bJN bJN

w2 S

where
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_ COS[kZ](b12b21 —byby; + A) .

" 2A ’
fo = Sin[kz](blzzbzl - 2b124b43 + b12 (_2b14b23 - b34b43 + A)) .
. 2kA ’
_ Cos[kz](by,by5 + byybs)
B 2A ’
_ Sin[kz] (b12 (biaby +2bysby, ) + by (Db + A)) )
" 2kA ’
L= Sin[kz](blzbjl - 2b14b21b23 - b34 (2b223 + b21b43 ) + b21A) .
. 2kA ’
_ Sin[kz](b12b21b23 +2by,by by + by (b34b43 + A)) .
z 2kA ’
_ Cos[kz](by,by, +byby,)
24— >
A
_ Cos[kz](=by,b,, +byb; +A)
v 2A ’
fo= Sin[kz](—2b124b21 - 2b14b23b34 + b34 (_b12b21 + b34b43 + A)) .
* 2kA ’
Sin[kz] (=B, (263 +bybiy ) + by (=2bysbyy + bybys + A)
Iy = > (19)
2kA
here
2
A= \/( byyby, = byby, ) -4 (b12b23 +b,by, ) (b14b21 +by;by, )
When z = 0 matricant (15) can be written as:
PO A
Iy = EE FR (20)
R matrix has the form:
k:i k—x nl:}—i k+x B 1)
2i\ ky 4i\ ky
Assuming: U, — field of incident waves, U, — field of reflected waves and U, — field of refracted
waves, from (6) we have:
U, + T, U, =T,U,, when z=0. (22)
Considering continuity of fields at the boundary:
U,+U,=U,. (23)

We get the result for reflected waves:

— A=l /A A —

Up=(Ry+R) (R,—R,)T,. (24)
Condition (19) with consideration of continuity of solutions at the boundary (20) is the matrix form of

boundary conditions which are imposed on vectors of reflected, refracted and incident waves.
Then the fields of reflected and refracted waves:

U,=GU,; (25)
U,=(G+E)U, . (26)
Analytical equations for homogeneous anisotropic medium with magnetoelectric effects allows one, in

matrix setting, to obtain analytical solutions for the problem of reflection and refraction on the border of
isotropic and anisotropic medium with magnetoelectric effect based on the matricant method. Initial relation-
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ships that describe electromagnetic wave propagation in anisotropic magnetoelectric medium are reduced to
the system of linear homogeneous first order differential equations.

Using above algorithm, numerical calculations of energy flow density in the case of TE and TM inci-
dent waves at the boundary of two medium are conducted. The graphs of reflected energy coefficients when
TE and TM electromagnetic waves are incident are plotted against incident angle.
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C.K. Tneykenos, M.K. Xyxenos, H.A. Hcnynos

DJIEKTPMATHUTTIK TOJKBIHAAPABIH AHU30TPONTHI MATHUTIJIEKTPJIIK
opTajiapaa Tapajaybl TYpPaJibl

Makasiazia MarHuTICKTPIIIK A dekTici 6ap TeTparoHaAbl, TPUTOHAI/BI )KOHE TeKCArOHAIAbI CHHIOHUSIIBI Z
oci OoMbIHIIA aHU30TPONTHI OpTAIAPA MOIAPUIALMACH! PTYPIi NEKTPMATHUTTIK TOJIKBIHAAP/BIH Tapajybl
MEH acepiiecyi KapacThIpbULibl. bacTarnksl TeHACYNep KYHeCiHIH MaTpUIAHT KYPbUIBIMBI K03 dUIHeHTTEp
MAaTpPHLACHIHBIH ~KYPbUIBIMbIHAH IbFafpl.  IIlekci3 NepuoAThl  KYphUIBIMAAPAArbl — 3JIEKTPMArHUTTIK
TOJIKBIHIAPABIH AUCHEPCHs TEHACYNepi MAaTPUIAHT KYPBUIBIMBIHBIH Cajiiapbl OOJbIN TaObUIATHIH JKaHA
MoU(UKAIMAIAHFAaH [IapTTapJaH aHbIKTANAAbl. BipTeKkTi aHM30TPONTH MarHUTAIEKTPIIK d¢dekrici Gap
JMAJIEKTPIIK OpTajiap YILIIH MATPULAHTTApAbIH AaHBIK AHAIMTHKAIBIK TYPl MAaTpHL@AHT KYPbUIbIMBIHAH
wbiFagpl. MarHuTanekTpiaik 3dgexrici Oap OipTeKTi aHU30TIPONTHl OpTajdap YIIiH aHAJUTHKAIIBIK
TeHJeYJIep MAaTPHLAJIBIK TYPAE U30TPONTHI OPTa MEH MAarHUTANEKTPIIK 3¢ dekrici 6ap opTaHbIH apachlHIAFbI
IeKapaga TOJKBIHAAP/BIH IIAFbUTYy JKOHE ChIHY €CENTepiH aHAJMTHKANBIK MLICHIyiHe MYMKIHIIK Oepeni.
DNIeKTPMarHUTTIK TOJIKBIHAAPABIH aHM30TPOITHl MArHUTJICKTPIIK OpTanapjia TapalyblH CHIATTAHTHIH
0acTamnKbl KaThIHACTAP CBI3BIKTHI OipTekTi OipiHmi perti auddepeHnUaNIbIK TeHACYIepHiH XyHecine
KenTipingi. MaTpunanT KypbUIBIMBEI MIBFAapbUIABL BipTekci3 MarHUTAeKTpiik 3¢ dexrici 6ap opramaprarst
QNIEKTPMATHUTTIK TOJKBIHAAPBIH MCIICPCUS TEHACYJIEPl IKa3bUIAbl. DJICKTPMArHUTTIK TOJKBIHIAPIBIH
MarHUTANEKTPIIiK 3¢ dekrici 6ap GipTeKTi aHM30TPONTHI OpTajdapaa TapalyblH CHIIATTAUTHIH OpTallajJaHFaH
MaTPULAHT KYpBUIABL. ODHEPrUsUIbIK Imarbuly Koddduumentiniy snekrpmarautrik TE xoene TM
TOJIKBIHAAPBIH TYCY OYpBIIIbIHA TOYENITIK rpauKTepi CaabIHAbL.

Kinm ce30ep.: aHM30TpONTHI OpTaiap, MNEKTPMArHUTTIK TOJKBIHAAP, MArHUTAIEKTPIIK 3()(GEeKT, MaTpULAHT
9JIiCi, 3JEKTPMATHUTTIK TOJIKBIHIAAP IBIH AFBUTYHI, CHIHYEL

C.K. TneykenoB, M.K. XXykenos, H.A. Hcnynos

O pacnpocTpaHeHHH 3JIEKTPOMATHUTHBIX BOJIH
B AHU30TPONMHBIX MATHUTOIJIEKTPUYECKHUX Cpeaax

B cratee pacnpocTpaHeHHe U B3aUMOAEHCTBHE 3IEKTPOMATHUTHBIX BOJH PA3IMYHON MOJSIPU3ALHUN B HEOJI-
HOPOAHBIX BIOJb OCH Z aHU30TPOINHBIX CPENAaX C MAarHUTONICKTPUUECKHMM 3(P(EKTOM TeTparoHalIbHOM,

Cepusi «dunsukay. Ne 2(94)/2019 33



S.K. Tleukenov, M.K. Zhukenov, N.A. Ispulov

TPUTOHAILHON U I'eKCArOHaJIbHOH CHMHIOHHM OIMCBHIBAIOTCS CTPYKTYpoH Marpuibl Ko3dduimentoB. CTpyk-
Typa MaTpHIaHTa UCXOJHON CUCTEMBbI yPaBHEHHMIl CII€LyeT U3 CTPYKTYPbl MaTpHIbl Ko3(GuIMeHTOB. B He-
OTPaHUYEHHBIX MEPUOUIECKHX CTPYKTYpaX ypaBHEHHs AUCIIEPCHHU 3JIEKTPOMArHUTHBIX BOJH OMPEAEISIOTCS
W3 HOBOTO MOJHM(UIIMPOBAHHOTO YCIOBHS CYIIECTBOBAHUS HETPUBHAIBHBIX PEIICHUH, SBISIOMETOCS CIEACT-
BHEM CTPYKTYpHl MaTpHIaHTa. SIBHBII aHAIMTHYECKUH BHJ MAaTPHIAHTOB JUIL OJHOPOAHBIX aHM30TPOIHBIX
JMIICKTPUIECKHX CPE ¢ MAaTHUTONICKTPHIECKIM 3()(HEKTOM CIIeyeT U3 CTPYKTYphI MaTpPHIaHTa. AHAIUTH-
yeckue (GOopMyIIBI U OXHOPOIHEIX aHH30TPOIHBIX CPEll C MarHUTORJIEKTPUIECKUM 3((HEKTOM MO3BOJISIOT B
MAaTPUYHOH MOCTAHOBKE MOMY4YNTh aHATUTUUECKOE PELIEHHE 331a4l OTPaXKEHUsI M MPEIOMIICHUS HA TPAHHLE
U30TPOIHOM Cpelibl U aHU30TPOIIHON CPE/Ibl C MArHUTOIEKTPHYECKUM 3P ()EKTOM Ha OCHOBE METOAA MATpH-
nanTa. MicXxoHbIE COOTHONIEHHS], ONUCHIBAIOIINE PACIPOCTPAHEHNE SIIEKTPOMArHUTHBIX BOJH B @HU30TPOII-
HBIX MarHUTORJIEKTPHYECKUX CPelaX, NMPUBEACHBI K CUCTEME JIMHEHHBIX OJHOPOAHBIX IU(p(hepeHIHaATbHBIX
ypaBHeHUil nepsoro nopsuaka. [lomydena crtpykrypa matpunanta. [locTpoeHs! ypaBHEHUS AUCIIEPCUU DIIEK-
TPOMAarHUTHBIX BOJH B ITEPHOANYECKH HEOTHOPOAHBIX Cpelax ¢ MarHUTORJIEKTpuIeckuM 3ddexTom, yepen-
HEHHBI MaTPULIAHT, ONUCHIBAIOIIUI PacIIpOCTPaHEHHE SICKTPOMArHUTHBIX BOJIH B OJHOPOJAHBIX aHU30TPOII-
HBIX Cpelax C MarHUTONIeKTprueckuM 3¢ pexroM. Kpome Toro, moctpoeHs! rpaduKy 3aBHCHMOCTH SHepre-
THYECKOTro K03 UIHeHTa OTpaskeHUsI IPH MaJeHUH 31ekTpoMarHuTHEIX TE 1 TM BOJH OT yria najgeHus.

Kniouegvie cnosa: aHU30TPOIHBIE CPEJIbl, SIEKTPOMATHUTHBIC BOJIHBI, MArHUTOAJIEKTpHYECKuii addekr, me-
TOJ MAaTPHUIIAHTA, OTPAXKEHNUE, TIPETOMIIEHHE 3IeKTPOMATHUTHBIX BOJIH.
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Study of dimensional dependencies of thermodynamic characteristics
of nanoparticles

In the article some approaches to the theoretical description of the deviations of thermodynamic
characteristics, such as the heat capacity and the Debye temperature for nanoparticles are considered. The
standard Debye inference for the heat capacity of massive crystalline solids was investigated for its
modernization in order to take into account surface phenomena of considerable weight for nanoparticles.
Unlike massive samples, not only the upper limit of possible frequencies but the lower one starts to matter for
nanoparticles. Indeed, in principle, elastic waves with a wavelength greater than the size of the crystal itself
cannot arise in a crystal. The equation obtained shows that the thickness of the surface layer of an atomically
smooth solid is determined by one parameter — the atomic (molecular) volume of the element, which
changes in accordance with the periodic law of D.I. Mendeleev. The equation in its final form, despite its
simplicity, shows good agreement with the experimental data

Keywords: heat capacity, Debye temperature, nanostructure, crystal, atomic volume.

Introduction

The beginning of the 21st century laid the foundation for nanoscience as a whole [1-8]. The main dif-
ference from massive crystalline bodies is dimensional factors [9-13]. It is believed that a necessary condi-
tion for the manifestation of nanostructured properties of a condensed medium is the size dependence of its
physical properties [14]. «Normal» size effects are associated with the contribution of surface energy to
Gibbs energy. They are called size effects of the first kind (according to L.M. Scherbakov [15]). Such size
effects are characteristic of any systems and are determined by the scattering of quasiparticles (electrons,
phonons, etc.) at the boundaries of the system.

Phase size effects (size effects of the second kind) are determined by the entire collective of atoms in
the system (collective processes). Such size effects are observed only in nanoclusters and nanostruc-
tures [16].

In addition to these classical size effects, there are quantum-size effects [17] associated with the quanti-
zation of the energy of charge carriers whose motion is limited in one, two, or three directions. The presence
of quantum size effects imposes fundamental restrictions on the use of ultra-small nanoelectronic ele-
ments [18]. Quantum-size effects are observed when the size of the structure is comparable with the de Brog-
lie wave (~ 0.01-0.1 nm).

In the molecular-kinetic theory of an ideal gas, the concept of temperature is closely related to the con-
cept of thermal equilibrium. Bodies in contact with each other can exchange energy. The energy transferred
from one body to another by thermal contact is called the amount of heat. Thermal equilibrium is a state of a
system of bodies in thermal contact, in which heat transfer from one body to another does not occur, and all
macroscopic parameters of the bodies remain unchanged. Temperature is a physical parameter that is the
same for all bodies in thermal equilibrium. The possibility of introducing the concept of temperature follows
from experience and is called the zero law of thermodynamics.

In this paper, we consider some approaches to the theoretical description of the deviations of thermody-
namic characteristics, such as heat capacity and Debye temperature, for nanoparticles.

Heat capacity of nanoparticles

The Debye approach to deriving the heat capacity of a crystal is based on calculating the total number
of phonons at a given temperature [19]. Namely, if we take into account only the harmonic approximation of
the interatomic potential, then the internal energy can be represented as
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U=Y (N, +bHhv, . (D
Considering phonons as a gas of boson particles, and taking into account possible degeneracy, we get
1 1
U= +—|ghv, . 2
Z‘(exp(hvi/kT)—l 2jg’ ’ )

In contrast to the photon gas, in this amount there is an upper limit on the frequency due to the size of
the atom. In order of magnitude, this limit should be equal to v, =u/d , where u is the phase velocity of
the waves in the crystal, d is the size of the unit cell. More precisely, the limiting frequency is sought from
the equality of the total number of phonons N,Av, to the number of vibrational degrees of freedom of the

crystal 3N —6 = 3N . Moving from the summation over frequencies to the integration according to the stand-
ard scheme, we obtain the following expression for the maximum frequency and the characteristic Debye

temperature 6 =hv_, /k,.
3
Vo =t Y 0= BN ®
AnlV ky \N4nV

The problem of the need for the dispersion equation Debye bypassed the introduction of some constant
velocity averaged for longitudinal and transverse waves u . Thus, expression (2) is reduced to the integral:

I o0 Xldx

i +N%@9, )

wh’ o e —1
where the variable x = hv/k,T is entered. The second term in this expression is due to the vacuum energy,

or zero vibration modes. The resulting expression agrees well with the experiment in two ranges, 8 << T and
0 >> T, when the assumption made about the form of the dispersion equation turns out to be applicable. In

the first case, after approximation of the exponential in the form e* =1+ x, we obtain for the internal energy
and heat capacity of the expression:

U =3Nk,T +3k,NO, C, =3Nk,. %)
In the second case, when 0 >> T, the upper limit in the integral is replaced by oo:
o 3 4
[T ©)
ce —1 15
Accordingly, we obtain:
2Vk,T* 9 487°Vk, T
U=—2L—+N=k,0,C, =——L— 7
15u°h’ N E N {0

Unlike massive samples, not only the upper limit of possible frequencies and the lower one starts to
matter for nanoparticles. Indeed, in principle, elastic waves with a wavelength greater than the size of the
crystal itself cannot arise in a crystal. Thus, instead of the expression (4) for nanoparticles, one would have to
write

2aviiT* °" XPdx 6nv °f
U= B + vidv, 8
il el ®)
hv hu . .. . . . .
where x, = —2% =—— is the lower limit determined by the characteristic size of the nanoparticle /. It is
kT kylT
convenient to express this expression in the form (9):
12aVkiT (°F Xdx F xXPdx | 3mVh
U= B - + vioo—vi), 9
u3h3 [.([ ex_l '([ex—l 2 u3 ( max mm) ( )

For the analysis it is necessary to make some assumptions about the ratio 7 and 6 . If we assume that
T <<8,but T'>>hv_, /k,,then we arrive at the expression

_12nVk, T 120Vk,Tv,, 3 7Vh

miv

154°0° u’ 2

(Vi = Vin) - (10)
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For the heat capacity of nanoparticles, we obtain the expression
_A8TVk,T®  12nVk,v,

TS u’ - (1
Given that you can take v, =u /[, we get
_A8TVk, TP 127k,
s P (12
At high temperatures 7 >> 0 we get
C, =3Nk, - 12’;?‘3 . (13)

However, V /I’ =1. Consequently, taking into account the existence of a minimum frequency leads to
a «subsidence» of the heat capacity of bodies by about 12nk, .

For massive samples, this value has no practical value. However, for nanoparticles, this amendment
contributes. It is easy to see that at high temperatures, it reaches 10 % with the number of atoms in the nano-
particle of the order of 100.

At temperatures well below the Debye temperature, its relative weight becomes much larger.

Note that the theory used is not a quantum one and does not allow conclusions to be made regarding
ultra-low temperatures.

Debye temperature for nanoparticles
The Debye temperature is derived from the equality of the number of phonons and the number of
degrees of freedom of the sample.
12ny [ viav=3n-6=3N (14)

u
o

Where we get expressions (3). In the case of nanoparticles, as noted above, this integral should have a
lower bound v, =u//. In addition, in view of the relative increase in area relative to volume, the number
of degrees of freedom must also be recalculated. Roughly, the number of degrees of freedom of a spherical
nanoparticle can be estimated as follows. Let d be the size of the unit cell. Then the ratio of the volume of
the surface layer of the nanoparticle V,, taken as having a thickness d, to its volume:

2
V,_ _4nRd__3d _N, 15)

vV (4/3mR* R N
where N /N is the ratio of the number of atoms on the surface of the nanoparticle to the total number of
atoms. If we assume that for atoms of superficiality one of the vibrational degrees of freedom is degenerate
(for the time being we neglect «surface phononsy), then the total number of degrees of freedom of nanoparti-
cles will be less by N . For the Debye temperature we have, therefore,

L2ny [ viav= 3N—%N. (16)

u v

After integration, we obtain the expressions for v and the Debye temperature for nanoparticles

X

3 3
Vmax = 3 3u N (l - ij + anln 3 enana = 3 63 [1 _i) + i\}]'rll]'l * (17)
4y U R R) |k,

Considering that the difference between the orders v, and v . is quite significant
Vome oL 103106, (18)
Vv

min

We can neglect the second term in (17) and accept the expression

[ d
0,.,.,=031-——. 19
nano R ( )
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The thickness of the surface layer of crystals

In [20], we showed that the thickness of the surface layer of an atomically smooth solid is:
d=0,17-10"-v. (20)

Equation (20) shows that the thickness of the surface layer of an atomically smooth solid is determined
by one parameter — the atomic (molecular) volume of the element, which changes in accordance with the
periodic law D.I. Mendeleev.

The values of the parameter d for some metals are given in Table 1. The experimental value for atomi-
cally smooth surfaces of gold crystals obtained in the geometry of sliding x-rays is 2.4 nm [21]. This almost
coincides with Table 1.

However, the size dependence of the physical properties of solids begins at h=10d.

Equation (19) shows that in coordinates *(6 /@)—1=1/R we get a straight line giving the values of

nano

d.In Table 1, d values can be compared.
For the dimensional dependence of the physical property of a solid A(r), we obtained the rela-
tions [22]:
A(r)=A0~[1—£j. 21
r
Here, A, is equal, in particular, to the melting point 7 . According to Lindemann [23], when the oscil-
lation amplitude reaches a certain critical (magnitude) fraction of the distance between the equilibrium posi-
tions of the atoms, the oscillations begin to interfere with each other.
As a result, the crystal becomes mechanically unstable. For the melting point, he obtained the following
expression:
T =cv, V- M=c-0V" M, (22)
where V' is the molar volume, M is the mass of the atom, v, is the characteristic frequency, 6 is the De-

bye temperature, ¢ and ¢’ are constant, which are assumed to be the same for crystals with similar struc-
tures. The verification showed that the Lindemann equation (22) is justified only for metals with the structure

of the HCP, FCC and partially BCC. From equation (22) it follows that 7, ~0°, and from equations (21) and
(19) it follows that T, ~6°.

Table 1
The thickness of the surface layer of some metals [20]

M d, nm M d, nm M d, nm M d, nm M d, nm M d, nm
Li 0,7 Sr 5,8 Sn 1,4 Cd 1,3 Fe 2.2 Gd 5.3
Na 1,5 Ba 6,2 Pb 1,8 Hg 0,6 Co 2,0 Tb 5,3
K 2,6 Al 1,5 Se 1,3 Cr 2,7 Ni 1,9 Dy 5,3
Rb 2,9 Ga 0,6 Te 2,5 Mo 4,6 Ce 3,8 Ho 5,5
Cs 3,6 In 1,1 Cu 1,6 w 5,8 Pr 472 Er 5,5
Be 1,3 Tl 1,9 Ag 2,2 Mn 2,0 Nd 4.5 Tm 5,2
Mg 2,2 Si 3,4 Au 2.3 Tc 3,6 Sm 4,4 Yb 4,6
Ca 4,9 Ge 2.8 Zn 1,1 Re 4,6 Eu 5,8 Lu 5,7

In [24], the Lindemann equation was refined:

AS
mezV”Z(l + % + 21{ j 3R
T, = 7 > (23)
de,(1+v)-(1-2v)"?-(1+0)

From equation (23) it follows that 7, ~ 6°~0’, which is close to equation (19).

In nanomaterials, as shown by experimental data, the Debye temperature decreases in comparison with
large-crystalline samples. The reason for this is the change in the form and boundaries of the phonon spec-
trum of a small crystal. A decrease in the Debye temperature associated with a decrease in particle size has
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been observed in many studies [25]. The dependence of the Debye temperature of small particles on their
size is shown in Table 2.

Equation (19), despite its simplicity, shows good agreement with experimental data. In this case, it is
necessary to take into account equation (20) that the thickness of the surface layer of an atomically smooth
solid is determined by one parameter — the atomic (molecular) volume of the element.

Table 2
Debye temperature dependence of small particles on their size

6. /0, 6. /0,
Metal | R, nm nano nano
experiment [25] | by equation (19)
Au 10 0,920 0,917
Ag 15 0,910 0,920
Pb 6 0,830 0,836
\Y% 6,5 0,860 0,858

The Debye temperature divides the temperature scale into two regions: low-temperature, where not all
frequencies of the lattice vibration spectrum are excited, and high-temperature, where all frequencies are ex-
cited. This division is arbitrary, since the transition from one region to another in a three-dimensional crystal
is not sharp. The crystal size (in the one-dimensional case, the length of the atomic chain L) determines the
wavelengths A; of the excitations. The energy produced by the excitation at a length A; depends on the num-
ber of excitation photons at this wavelength. The number of quanta is related to the magnitude of the exciting
factor, for example, to temperature. The energy of a single quantum depends on both A; and the lattice pa-
rameters.

Conclusion

In general, the described approach is quite obvious and there is a large number of its variations. Howev-
er, comparison with experimental data for all variations of this formula is rather qualitative. The problem,
apparently, consists in significant abstraction of the task. The studied nanoparticles do not have an ideal
spherical shape and uniform size. This circumstance should introduce significant errors.

The work was performed under the program of the MES RK. Grants Ne 0118PK000063 and Ne O.0781.
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B.M. IOpos, B.B. Apxunos, I'.A. Panosa, B.Y. Jlaypunac

HanoOeJ/mexrepaiH TEPMOAMHAMHUKAJBIK CUNIATTAMAJIAPBIHBIH MOJIIEPiHe
TIYeJALTIKTEPIH 3epTTey

Makanaza TepMOAMHAMUKANIBIK CHIIATTaMAJIapJIbIH aybITKYJIapbIHBIH TEOPUSJIbIK CHUIIATTAMACBIHA KATHICTBI
Keibip Ke3KapacTap, MBICAIBI, JKbUTYyCHIHBIMIBUIBIFEI XoHEe HaHoOemmektep ymin [lebail Temmeparypacs
KapacTeIpblUIFad. HanoOesmekrep yIIiH aiTapibIKTail caaMarbl 6ap 0eTKi KyOBUIBICTApAbI €CenKe aly YIIiH
OHBI JKaHFBIPTY YIIIH KeJeMJI KPUCTAJIBIK ACHENep/iH >KbUIyCHIHBIMIBUIBIFBIHA apHaimFaH JleGaiiasiy
CTaHJapTTHI MBIFapBUIBIMBI 3epTTeni. Kexemui yirinepaeH alblpManibUIbEG], HAHOOOIIIEKTEp YIIiH MYMKIH
JKUUTIKTEp/IH JKOFapFbl ILIEri FaHa eMec, TOeMeHri umreri Je MaHb3abl. LIIbIHABIFBIHIA, KPUCTANIBIH
MOJIIIEPIHeH acaThlH TOJKBIH Y3BIHIBIFEI Oap ceprimIi TOJKbIHIAp KpUCTaiaa maiaa 6onMaiibl. AJbIHFaH
TEHJIeYy aTOMapibl Teric KarThl OETTiK KaOaThIHBIH KaJbIHIABIFBIH Oip mapamerpmern — J[.M. MenneneeBTix
HEPUOATHIK 3aHbIHA COHKEC ©3repTy IEMEHTTIH aTOMBIK (MOJICKYJAJbIK) KOJIEMIMEH — aHbIKTaJIaThIHBIH
kxepcereni. KopeITBIHIBI TeHISYAIH KapamaiibiM TypiHe KapamacTaH, SKCIICPUMEHTTIK JEPEKTEPMEH >KaKChI
KeNiCLIeTiHI KopceTiu .

Kinm co30ep: XbITyCHIHBIMIBUIBIK, JleOaii TeMIiepaTypacsl, HAHOKYPBUIBIM, KPUCTAJLI, AaTOMBIK KOJICM.

B.M. IOpos, B.B. Apxunos, I'.A. Panosa, B.Y. Jlaypunac

HccaenoBanue PasMEpPHLIX 3aBHCHMOCTEM
TCPMOAHUHAMUNYICCKUX XAPAKTEPUCTUK HAHOYACTHUIL

B craTthe paccMOTpeHBI HEKOTOPBIE MOAXObI K TEOPETUUECKOMY ONHCAHHIO OTKJIOHEHUH TepMOJIHMHAMUYe-
CKHMX XapaKTepPHCTHK, TAKMX KaK TeMI0eMKOCTh U TeMneparypa [lebas mis Hanouactuu. Mccienosan cTaH-
JIapTHBIH BeIBOA Jlebast Ul TEeINIOEMKOCTH MAacCHBHBIX KPHUCTAJUIMUECKUX TEN Ha IpeJMeT €ro MOJIEpHH3a-
LUy Ui ydera IOBEPXHOCTHBIX SIBJICHUM, MMEIOIIUX JJI1 HAHOYACTULl 3HAYUTEIbHBIH Bec. B oriauume or
MacCHBHBIX 00pa3loB A HAHOYACTHUIl HAYMHACT MMETh 3HAYECHHE HE TOJHKO BEPXHHH IPENeN BO3MOXKHBIX
4acToT, HO ¥ HWKHUU. JIeHCTBUTENBHO, B KPUCTAILIE HE MOTYT BO3HHMKATh YIIPYTUE BOJHBI C JUIMHON BOJIHBI
Goubllie pa3Mepa caMoro Kpucramia. IlomydeHHoe ypaBHEHHE MOKa3bIBAET, YTO TOJIIMHA MOBEPXHOCTHOTO
CJIOSl aTOMAaPHO-TIIAZKOTO TBEPJOro Tela OMpeeIsieTCss OJJHUM MapaMeTpoM — aTOMHBIM (MOJIEKYIISIPHBIM)
00BEMOM 3JIEMEHTAa, U3MEHSIOIIEMCS B COOTBETCTBHHU C NepuoanyeckuM 3akoHoM .M. MenzneneeBa. Ypas-
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HEHUE B OKOHYATCJIbHOM BHUE, HECMOTPSA Ha MPOCTOTY, MOKA3BIBACT XOPOLIEE COIIaCUe C SKCIIEPUMEHTAJIb-
HBIMHU JaHHBIMH.

Knioueswvie cnoga: TemnoeMKocTs, Temnepatypa Jledast, HaHOCTPYKTypa, KpHUCTall, aTOMHBIH 00beM.
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Dissipative processes in tribology

In the paper the dissipative process is considered as the basis of the nature of external friction in solids. It is
shown that non-equilibrium processes in the tribosystem can lead to a decrease in the production of entropy
and, consequently, the intensity of wear and stably proceed with the formation of dissipative structures during
self-organization. It was found that the first term can reach £, = 10°~10"* by using X,,, p,, and W(X,,) in the
mode of using special lubricants. In space, the effect of oil filters is absent. It uses solid Iubricants which in-
clude substances applied to the surface of parts in the form of films that have a shear strength that is signifi-
cantly less than that of the part material. An expression for the friction coefficient is obtained, which takes in-
to account the surface geometry and its physical properties. It was concluded that homogeneous metal pairs
should not be used in friction antifriction pairs. It is shown that a decrease in the dry friction coefficient is
possible due to a decrease in surface energy. In this case, friction pairs are used, in which the electron work
function differs significantly. This leads to a difference in the contact potential difference and, accordingly, to
a decrease in the surface energy. It is shown that the friction coefficient depends on the fractal structure of the
surface of many solids and this is their characteristic property.

Keywords: dissipative process, friction, wear, surface, entropy, fractal.

Introduction

The origins of tribology — the science of friction, wear and lubrication of machines — go into the
depths of human history [1-4]. The first period of history includes the accumulation of human tribological
knowledge from prehistoric times to the end of the XVI century. In the XVII-XVIII centuries, the birth of
the science of friction, later called «tribology», takes place. In the XIX century, the progress of technology
(above all — the development of railways) highlights the problems of a tribological nature. In a word, before
the beginning of the 20th century, tribology went a long and glorious way, successfully solving the tasks put
forward by practice, and the progress of technology was hardly delayed for a long time because of the im-
possibility of solving tribological problems [1-4].

The beginning of the XXI century is especially important for friction units operating in extreme condi-
tions (aerospace, atomic energy, high-speed transport, equipment for the development of the Ocean, the deep
bowels of the Earth, etc.) [5, 6]. The urgent task is to summarize the experimental data, predict reliability and
resource in a wide range of changes in voltages, temperatures, environments, exposure to fields of different
physical nature (acoustic, electromagnetic, radiation, etc.) [7].

The beginning of the XXI century laid a comprehensive study of the tribological properties of
nanostructures and nanomaterials [§—11]. The use of nano-coatings can significantly reduce the coefficient of
friction while maintaining wear resistance, increase the viscosity of coatings while maintaining anti-
corrosion properties and increasing the operating temperature by 50 °C. All this is especially important in the
field of engineering. Nanostructured materials and suspensions are used to create nanocoatings. Special addi-
tives are introduced into the coatings that modify their structure and provide the necessary properties.

Selective transference under friction (the effect of wearlessness) is a natural phenomenon, it is recog-
nized as the scientific discovery of the USSR (D. Garkunov and 1. Kragelsky) No. 41 dated September 13,
1966 [12]. In practice, the «wear-free» functioning of friction units is most often achieved by using metal-
plating lubricants in real tribo-splicing: oils, grease, self-lubricating materials and coatings [13]. Historically,
the first studies of the mechanism of selective transfer [14] were studies of the thickness, roughness, micro-
hardness and microstructure formed on rubbing surfaces during friction of a copper alloy on steel in an aque-
ous or alcoholic solution of glycerol and a visually observed copper servo film. It has been established that
the servo-film film spontaneously arising during frictional interaction has a thickness of no more than
1...2 microns, and its mechanical and physicochemical properties are significantly different from the proper-
ties of ordinary compact copper.
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Considering from the standpoint of green tribology, the effect of wearlessness under friction, the first
thing that attracts attention is the conceptual possibility of friction without wear, which has been repeatedly
confirmed experimentally and fully corresponds to the principles of green chemistry, engineering and tribol-
ogy [15]. In other words, the saving of material resources during the implementation of selective transfer is
achieved automatically and not only by minimizing wear, but also by increasing the resource life of engi-
neering products.

Secondly, the friction coefficients of 10~ in the implementation of super-anti-friction properties clearly
lead to energy savings, which also corresponds to the principles of green science [15].

It is noted that the nature of external friction is the dissipative process [16]. Relaxation internal friction
is a dissipative process found in the study of the phenomenon of inelasticity. The intensity of relaxation pro-
cesses found on the temperature-frequency dependences of the dissipation of a part of the energy of an exter-
nal force field mechanical effect depends on the ratio of speed or frequency from this effect and tempera-
ture 7. Depending on this ratio, the reaction of the system under investigation to external influence varies
from elastic to viscoelastic.

In this paper, the dissipative process is considered as the basis of the nature of external friction in solids.

Probability of dissipative processes

Crystal defects (impurity ions, color centers, etc.) will be considered as a system of noninteracting par-
ticles immersed in a thermostat (tribological system). Quantum transitions due to the interaction of defects
with a thermostat will be dissipative (with probability P) as opposed to interaction with an external field
(with probability F). Dissipative processes lead to the fact that the secondary field (system response) is al-
ways smaller than the primary one, which causes the formation of defects [17, 18].

Since the subsystem of defects exchanges only energy with a thermostat, the corresponding ensemble of
particles will be canonical. In this case, the expression for statistical entropy is:

S=-kY fiinf, (1)

where f; is the distribution function; k is the Boltzmann constant.
Differentiating (1) in time and transforming, we get:
sk
L)1) @
v

where P;; is the transition probability from the initial 7 (with energy E;) to the excited state j (with energy E)).
For dissipative processes, the principle of detailed equilibrium has the form:

E,~E
gzPl] —e I , (3)
g iji
where g;, g; are statistical weights for levels E; and E;.
Then (1) takes the form:
s _k g
—=—P(Inf-Inf )| f-2Lfe T |, 4
ALY’ f,>[f, i @
Canonical distribution function:
1 g pr
J{g,‘ = Ee H (5)
where is the statistic sum:
Z — e*G/kT’ (6)

where G is the Gibbs potential (free energy) of the thermostat + defect system.
We assume that the non-configuration part of the Gibbs potential linearly depends on the concentration
of N defects:

e 9 =% h(N), ™)

where A(N) = o(N):- e ®(N) — statistical weight.
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After simple calculations, it is easy to show that the function A(N) is the Gaussian distribution near the
equilibrium value with a small dispersion, i.e.:

h(N) = h(N)e VIV . (8)
Substituting (8) into (7), we have:
e = p(N)Y e VI ©)
AN

To estimate the sum in (9), we replace it with the integral:

+oo

Ze"mz/ﬁ = I e‘xz/ﬁdx = JE .
AN —oo

Then (9) takes the form:
e 9 = p(N)(rN)". (10)
Using (7) and taking the logarithm from (10), we find:

G/kT =—1n0)(1\7)+@+lln(nﬁ) (11)
kT 2 ’

where G(]V ) is the part of the total Gibbs potential associated with the concentration of defects. From the

evaluation of the first logarithmic term follows:
N+N

(12)

By approximating the logarithm in the first term of the right-hand side of (12), the first term of its ex-
pansion in a series, and the second term, expressing through the Gibbs potential of the system of defects &,
we get:

Inw(N) :Nln[l+%J+1V1n

IneXN)= N+ NG’ [kT . (13)
Substituting (13) into (11) and neglecting the term 1/2 ln(n]v ) as compared with N, we get:
G =G(N)- NG’ — NkT. (14)

As above, assuming that the thermodynamic potential G(N) depends on the equilibrium number of de-
fects (' in a linear fashion, that is:

G=G"+ NG/, (15)
where G is the thermodynamic potential of the thermostat, we find:
G=G"—NiT. (16)
Using (8), expression (6) is converted to the form:
Z=e M, (17)
Substituting (16) into (4), we find
E-E;
®_ £ZPAeGO/kTe'Ne’E"/kT E-h -8 | (18)
dt 2 ij v kT g/

Neglecting the small terms and replacing in (18) the sum with the integral we get:

_ 0
P:,zASeXp _AE, -G'/N ’
kT kT

where AS is the change in entropy in the dissipative process; AE,, is the average value of the energy of the
ground state of defects; 1 is the relaxation time.

(19)

Friction and entropy
In the dissipative process the friction fm changes completely. Then follows from (19):
_ (0 _ (0
2 2(d8)pl AEL=GYIN| 288 | AE, G'/N| 20)
k\ dt kT kTt kT

Nonequilibrium processes in the tribosystem can lead to a decrease in the production of entropy and,
consequently, the intensity of wear and stably proceed with the formation of dissipative structures during
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self-organization [19-23]. The process of self-organization can begin only after the system has passed
through instability [19-23]. The system can lose stability with a negative excess production of entropy (ac-
cording to the Lyapunov function [21]). For the tribosystem to self-organize, more than one independent
process should take place in it [19-23]. The paper [24] gives the formula:

_(4S) _
fg_(dtl

where X, is the thermodynamic force that causes mass transfer (stress gradients or chemical potentials, re-
spectively, for deformation or diffusion), pm is the average density of the substance involved in mass trans-
fer, W(X,,) is the average mass transfer rate, depending on X,,, will increase with X,

From (21) follows:

=X,p, W(X,), 21

m m m

X, P, W(X,)—>0. (22)
From (22), it follows that the first term in (20) can reach fe = 10°—10"* by using X,,, pm and W(X,,) in
the mode of using special lubricants.
According to the method of incorporation into the lubrication system, the filters are divided into series
and parallel, according to the dispersity of the filtrate filtered out — into filters of coarse and fine cleaning.
Detailed classification of oil filters is shown in Figure 1.

Cloisonne

oil energy
Filters oil
filters
(— crevice
(— ceramic 011
|- paper
L nﬁt]: filters — ultraso:ud
e — magnetic
| cardboard | )
| from synthetics [ by cleaning method | — chemical
cloisonne energetic — elect.rostatlc
|- from metal [ I — grav1.ty
y way of | incorporation into the — Centflﬁlgal
lubrication system
L from fibrous full flow paralleled
[ |
|
| by tonnage| cleaning |
re cleaning rough cleaning fine cleaning

Figure 1. Classification of oil filters [25]

In space, the effect of oil filters is absent. It uses solid lubricants (TSP) which include substances ap-
plied to the surface of parts in the form of films that have a shear strength that is significantly lower than that
of the part material. Films of sulfides (MoS,, WS,, PbS, NbS,, etc.), selenides (MoS,, WSe,, NaSe,, etc.),
tellurides (MoTe,, WTe,, NbTe,, TaTe,), chlorides (CoCl, PbCl,, CdCl,, CuCl), fluorides (AlF;, CaF,, BaF,,
MgF;), iodides (Cal,, Pbl,, Bils), metal oxides (PbO, Bi,0;, PbO + Si0,), graphite, boron nitride, etc. In the
Table 1 the density, coefficient of friction and the operating temperature of some sulfides, selenides and met-
al tellurides are shown.

Table 1
Characteristics of TSP [25]

Connections Density, g/sm’ Coefficient friction Maximum permissible operating temper.ature, C
vacuum air
1 2 3 4 5
Bi,S; 7.40 0.07-0.14 500 -
CuS 4.28 0.17-0.41 520 -
Cu,S 5.60 0.18 450 -
MoS, 4.8-5.16 0.02-0.3 1100 400
NbS 5.9-6.0 0.04 1300 400
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Continuation of Table 1

1 2 3 4 5
PbS 7.5-7.59 0.37 410 500
TaS, 7.16 0.06 1500 -
WS, 7.5-7.63 0.03-1.6 1400 500

NbSe, 6.25 0.06-0.17 1350 350
MoSe, 6.90 0.03-0.22 1350 400
WS, 9.0 0.02-0.18 1350 350
MoTe, 7.8 0.10-0.34 1240 400
WTe, 9.44 0.27-0.49 1020 -
VTe, - 0.22 450 500

Friction and energies of the ground state of defects

We estimate the contribution of the energy of the ground state of defects:

/= exp{— Akb;} 23)

Based on the concepts of the kinetic thermofluctuation concept of solid strength developed by
S.N. Zhurkov and co-workers [26, 27], in [28] proposed physical and computational models of wear of fric-
tion surfaces.

The proposed models are based on a fundamental pattern [26], which relates stress, absolute tempera-
ture, and durability:

t=1,exp[(U, —Y0)/kT], (24)
where o is the breaking stress:
o=(/y)(U,-kTn(t/7,)), (25)
where ¢ is the time to failure (durability) of the sample under load, s; 1o = (10"... 10™"), ¢ — the oscillation
period of atoms in a solid; U is the interatomic bond energy, J; T is the thermodynamic temperature, K;
k=1.38-10" J/K is the Boltzmann constant; y — parameter (fitting), having the dimension of volume, m’;
activation energy of destruction AU = (U, — y0).

For the energy of the ground state of defects in [28], it was found that for typical defects on metal sur-
faces it is AE ~ 2-5 J. Then for kT~ 0.3 eV, we get exp(-33)~ 10 "~ 1 and f, = 1.

Friction, roughness, fracture energy of defects and Gibbs energy

Remain the third term in equation (19), which can be brought to mind:
A
Jo= o N, (26)
where 4, is the destruction energy of defects; N — contact roughness; G — Gibbs energy.

Nowadays, in mechanical engineering, high-alloyed, including stainless steels are often used for critical
machine parts, the processing of which is complicated by traditional mechanical methods. Particularly prob-
lematic is obtaining accurate small holes. For this case, the most effective is the use of the EDM method of
piercing a hole [29].

The mathematical model describing the dependence when using water as a working fluid has the form:

N =0,11-E"¢. 7% 27)
where E is the pulse energy, mJ; F is the pulse frequency, kHz.

GOST defined six types of directions of irregularities that are selected when recording a profilogram:
parallel, perpendicular, intersecting, arbitrary, circular and radial. When removing profilograms from friction
surfaces, the first two types are most often used [30]. The concepts parallel and perpendicular are related to
the direction of friction during the operation of the tribo-conjugation.

The arithmetic average of the R, profile is determined by the arithmetic average of the absolute values
of the profile deviations within the base length:

1 1
Ra—z£|y|dx or Ra;§|y

where: ¢ is the base length, » is the number of selected profile points on the base length.

; (28)
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The height of the profile of irregularities at ten points Rz is defined as the sum of the average absolute
values of the heights of the five largest profile protrusions and the depths of the five largest cavities of the
profile within the base length:

5 5

Z|ypmi|+2|yvmi|

R = i=1 i= R 29
- 5 (29)

where ypmi is the height of the i-th largest profile protrusion; yvmi is the depth of the i-th largest depression
of the profile.

The greatest height R« of the profile is the distance between the line of the protrusions of the profile
and the line of the cavities of the profile within the base length. The average step of the irregularities of the
profile S,, is the average step of the local projections of the profile within the base length. The average pitch
of the local projections of the profile S is the average pitch of the local projections of the profile within the
base length. The relative profile reference length t, is the ratio of the profile length to the base length and is
defined as

b
t P = %

The cross section level of the profile p is the distance between the profile protrusion line and the line in-
tersecting the profile equidistantly of the profile protrusion line. When studying profilograms, one should
take into account that the vertical and horizontal scales of increasing the surface profile are different and real
irregularities have a much smaller angle of inclination than it looks on profilograms.

Consider in (26) — 4, is the damage energy of defects [31, 32]. Work A4(J), spent on the destruction of
contacts is proportional to the newly formed surface of the particles of the destroyed product:

A, =YAS =KD, (31)

where 7 is the temporary compressive resistance (Nm/m?), AS is the area of the newly formed surface (m?),
Ky is the proportionality coefficient (Nm/m?); D is the characteristic size of the contact (m).

Equation (31) corresponds to the Rittinger hypothesis [33]. If during the destruction of a cubic-shaped
contact, energy is expended mainly on volume deformation, then in this case the work performed is directly
proportional to the change in its initial volume and is determined by the Kirpichev-Kik formula [34, 35]:

A =KAV =K.D’, (32)
where K and K are the proportionality coefficients (Nm/m’); AV is the deformed volume (m”).
Rebinder [36] combined both hypotheses and in this case the total work of destruction is equal to:
A=K, D’ +K,D’. (33)
According to Bond's hypothesis [37], the total work of failure is proportional to the geometric mean
between the volume and the contact surface area:
A=K ,ND’D* =K,D*. (34)
All formulas (31)—(34) differ in proportionality coefficients and indicators of the degree of contact

diameter. This indicator is related to the dimension of the contact surface, which in the modern sense has a
fractal nature [38] (Fig. 2).

5.8um = 5.8um x 480.3nm [2568 x 256] : ; V \”«J@ U \_Jv
) . II

(30)

Figure 2. AFM image and the fractal structure of the Zn-Al coating (D = 1.81)
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For pure metals, equation (26) is converted to:

fo=tN, (35)

where [ is the chemical potential of the metal.
For pure metals, the chemical potential coincides with the Fermi energy. In Table 2 these values are
given for some metals [39].

Table 2
Fermi energy of some metals [39]

Metal Fermi energy, eV Metal Fermi energy, eV
Cu 7,00 Zn 9,39
Ag 5,48 Al 11,63
Au 5,51 Pb 9,37
Mg 7,13 Sn 10,03
Sr 3.95 Ca 4,68

From equation (35) it follows that the coefficient of dry friction is the smaller, the greater the chemical
potential (Fermi energy). Table 3 shows the dry friction coefficients for pairs of the most common materi-
als [40]. In general, the correlation between the Table 2 and 3 is observed.

Table 3
Dry friction coefficients for homogeneous pairs of the most common materials [40]

Material combinations Coefﬁm?nt
dry friction
Al Al 1.05-1.35
Cu Cu 1.0
Steel Steel 0.8
Fe Fe 1.0
Cd Cd 0.5
Cr Cr 0.41
Graphite | Graphite 0.5-0.8
Mg Mg 0.6
Ni Ni 0.7-1.1
Pt Pt 1.2
Ag Ag 1.4
Zn Zn 0.6

If now we bring two dissimilar metals into contact, a contact potential difference Vx=p will arise.
Table 4 shows the values of dry friction coefficients for dissimilar pairs of the most common materials [41].

Table 4
The work function of electrons from some metals [41]
Metal W, eV
Al 4,25
\\% 4,54
Fe 4,31
Cu 4.4
Ni 4,5
Sn 4,39
Pt 5,32
Ag 4,25
Zn 4,54

48 BecTHuk KaparaHgmHckoro yHusepcurteTa



Dissipative processes in tribology

Table 5 shows the values of dry friction coefficients for dissimilar pairs of the most common materi-
als [42]. Comparison of Tables 4 and 5 shows a significant decrease in the coefficient of dry friction in the
case of dissimilar metals in friction pairs.

Table 5
Dry friction coefficients for dissimilar pairs of the most common materials [42]

Material combinations Coeff}m'ent
dry friction
Al Low carbon steel 0.61
Brass Steel 0.35
Cd Cr 0.41
Cu Low carbon steel 0.53
Ni Low carbon steel 0.64
Wolfram carbide Cu 0.35

The practical use of knowledge about the fractal structure of a solid surface has not yet been studied in
detail and it is not yet known in what phenomena it will be decisive (Fig. 2).

Let us consider the well-known phenomenon of cold emission of electrons from a metal under the ac-
tion of an external electric field, mainly due to the quantum tunneling effect. As is known, the current of cold
emission is described by the expression:

J=Joexp(E, | E), (36)
where E is the external field strength, Ej is the electric field of the metal surface:
E,= A2 (A-T,))", (37)
3eh

A is the electron work function, T, is its kinetic energy.
Above, for the dependence of the electrical conductivity of the film on its thickness 4, we obtained the

following expression:
(5=(50(1—%), (38)

where d is some critical size of the film, starting from which the bulk properties «disappear». After the trans-
formations, we get:
J=OE, j,=0,E,,
oF =o,E,exp(E/E,),

o,(1- %)E =0,E,exp(E, / E),

E = Eyexp(E, / EXI =) = £,(1-22)1-%), (39)

Denoting Ey/E = z, 1 — d/h = k, where z are complex numbers, and £ is real, we get the famous iterative

Mandelbrot equation:
z=2"+k.

The solution algorithm is quite simple. Iterations are performed for each starting point from a rectangu-
lar or square area — a subset of the complex plane. The iteration process continues until z goes beyond the
circumference of radius 2 whose center lies at (0,0) (this means that the attractor of the dynamical system is
infinite) or after a sufficiently large number of iterations (for example, 200—500) z converge to some point of
the circle. Depending on the number of iterations during which z remained inside the circle, you can set the
color of point C (if z remains inside the circle for a sufficiently large number of iterations, the iteration pro-
cess stops and this raster point turns black).

The following is important for us: the given example shows the fractal structure of the metal surface.
Similar patterns are manifested in thermal emission, exoemission of electrons from metals and semiconduc-
tors. All this indicates that the fractal structure of the surface of many solids is a characteristic property of
them.
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Conclusion

Summarizing the study, we can draw the following main conclusions:

— non-equilibrium processes in the tribosystem can lead to a decrease in the production of entropy and,
consequently, the intensity of wear and stably proceed with the formation of dissipative structures
during self-organization;

— it is obtained that the first term from (20) can reach fe = 10°—10"* due to the use of X,,, pm and W(X,,)
in the mode of using special lubricants;

—in space, the effect of oil filters is absent. It uses solid lubricants (TSP) which include substances ap-
plied to the surface of parts in the form of films, having a shear strength much lower than that of the
part material;

— an expression for the friction coefficient is obtained, taking into account the surface geometry and its
physical properties;

— it was concluded that homogeneous vapors of metals should not be used in friction antifriction pairs;

— it is shown that a decrease in the dry friction coefficient is possible due to a decrease in surface ener-
gy. In this case, friction pairs are used, in which the electron work function differs significantly. This
leads to a difference in the contact potential difference and, accordingly, to a decrease in the surface
energy;

— it is shown that the friction coefficient depends on the fractal structure of the surface of many solids
and this is their characteristic property.

The work was performed under the program of the MES RK. Grants Ne 0118PK000063 and Ne @.0780.
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B.M. IOpos, E.H. Epemun, B.Y. Jlaypunac, C.C. KacsimoB

Tpudonorusiiarsl JUCCUNIATHBTIK ypaicTep

Makanaza [AWMCCHUIATHBTI YpAiC KATThl JEHENepAeri ChIPTKbl YHKemicTiH TaOWFM Heridi periHae
KapacThIpbULIBL. TpuOoKyHeHiH Tene-TeH eMec YpAicTepi SHTPOIHS OH/IPICIHIH TOMEH/EYiHe OKETIIl COFYBI
MYMKIiH, I€MEK, TO3y KapKbIHABLIBIFBI )KOHE 031H-031 YHBIMIACTHIPY Ke3iH/e JUCCHIIATUBTI KYPBUIBIMAAPABIH
KaJIBIITACYBIMEH TYPAKThl TYPAE JKYpyl MYMKIHZIri KepceTiireH. ApHaiibl Mailaynapipl maiganany
pesxuminne X, p,, xkone W(X,,) apKblibl anrauksl Mymeci £, = 10°—107* xeryi MyMKiH eKeHJIIri aHBIKTAIbL.
Fapermra mait cysrinepiniy ocepi oK. MyHna, 6eJex MaTepragaapblHa KaparaH/ia, bIFbICIAIb! OepiKTiIIr
aHaFypJIBIM TOMEHipek OeJmekTepAiH OeTiHe KaObIKIIa TYpiHJAe JKaFbUIFaH 3aTTap TYPiHAE KATThl Maiiaay
MaTepuaiapsl Hainananapl. beTTiH reoMeTpUsIChIH KoHe OHBIH (DM3MKAJIBIK KACHETTEPiH eCKepeTiH yikenic
K02 GHIHEHTIHe apHANFaH OpPHEK alblHIbl. AHTHOPHUKIHOHIBI XXyNTapAa OIpTeKTI MeTan >KYNTap/ablH
yHKerici KoJlaHbUIMaybl KepeK JereH KOPBITHIHABI Kacaibl. beTTik sHeprusHblH ToMeH/ieyiHe OaliIaHbICThI
Kyprak yikenic Kod(hGHUIUEHTIHIH TOMEHAEyl MYMKIH eKeHiH KepceTTi. By jkarmaiina smexTpoHmapAbIH
LIBIFY XXYMBICHI aUTapIIbIKTall epeKiIeneHeTiH YiKemic KyObl KOJIaHbUIIbL. Byl KOHTakTimiK moTeHnuaniap
AMBIPHIMBIHBIH  alBIPMAIIBUIBIFEIHA JKOHE THICIHINE OETTIK SHEPTUSHBIH TOMEHACYiHe oKenenmi. YHKenic
K03((GUIUEHTI KATTHI 3aTTapAbIH OCTTiK (paKTaIABIK KYpBUIBIMBIHA TOYEN/l JKoHE OYJI ojlapra TOH KacHeT
eKCHIH KOPCETTi.

Kinm ce30ep: nuccunatuBTi YpAic, Yikeic, To3y, OeT, SHTponus, ppaKral.
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JAuccunaTuBHbBIE NPoOILECCHl B TPUOOJIOTHH

B crarbe muccumaTUBHBL MPOIECC PACCMOTPEH KaK OCHOBA MPUPOJBI BHEITHETO TPCHUS B TBEPIBIX Telax.
IToka3aHo, 9YTO HEpAaBHOBECHBIC MPOIECCH B TPUOOCHCTEME MOTYT HPUBOJHUTH K CHIDKCHHIO MPOM3BOJCTBA
SHTPOITUH U, CIIEA0BATEIbHO, HHTCHCUBHOCTH M3HALIMBAHWUS U YCTONYMBO MPOTEKATh C 0Opa30BaHHUEM JIHC-
CUIATHBHBIX CTPYKTYp TP CaMOOpraHW3aluu. [lodydeHO, 4YTO TEpBBIA WIEH MOXET JOCTUTaTh
fo= 103210 3a cuer ucnons3oBanus X,, pm 1 W(X,) B peXxrMe HCHONB30BaHUS CIIEHUAIBHBIX CMa3OK.
B kocMmoce addekt MacasHbIX QUIBTPOB OTCYTCTBYET. 3[€Ch UCIIOJIB3YIOT TBEPA0OCMa30uHbIe MaTepPHaIIb, K
KOTOPBIM OTHOCSITCSI BEIIECTBA, HAHOCHMBIC Ha OBEPXHOCTH JETaleil B BUIE IUICHOK, HMEIOIIUE CIBUTOBYIO
MNPOYHOCTh 3HAYUTENHHO MEHBLIYIO, YeM Yy MarepHana jaerand. [lonydeHo BbpakeHue il Koddduimenrta
TPEHUS, YYUTHIBAIOIIEE TCOMETPHUIO MMOBEPXHOCTH M e¢ (U3MUecKue cBoiicTBa. ChenaH BBIBOJ O TOM, YTO
HEJIB3s UCIOJIb30BaTh B aHTU(PUKIUOHHBIX Mapax TPEHHs OJHOPOJHBIC Mapbl MeTaUioB. [lokazaHo, 4TO
yMeHbIIeHHe K03 HUIrieHTa cyxoro TpeHus BO3MOXHO 32 CYET YMEHBIICHHUS IOBEPXHOCTHOU dHeprun. [Ipu
9TOM HCHOJB3YIOTCS Mapbl TPEHUS, Y KOTOPBIX 3HAYMTENHHO Pa3IHdyaeTcss paboTa BBIXOJa JJIEKTPOHOB. JTO
NPUBOJUT K PA3IMYMIO B KOHTAKTHOM Pa3HOCTH MOTEHIMAIOB M, COOTBETCTBEHHO, K YMEHBILICHHIO MOBEPX-
HOCTHOH 3Hepruu. [Tokazano, 4To K03()GHULIUESHT TPEHHs 3aBUCUT OT (PPaKTaIbHON CTPYKTYpHI HOBEPXHOCTH
MHOTHX TBEPJBIX TEJ U ITO SIBISICTCS UX XapaKTEPHBIM CBOMCTBOM.

Kniouesvie cnosa: nuccunaTHBHBIN poLiece, TPEHUE, U3HOC, TIOBEPXHOCTb, SHTPOIHUS, GpaKTal.
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Preparation and study of electrophysical and optical properties
of TiO,-GO nanocomposite material

Nanocomposite material TiO,—GO was synthesized by hydrothermal method. The formation of
nanocomposite was confirmed by FTIR analysis. It is shown that the functional groups characteristic of
graphene oxide partially disappear in TiO,—GO, which indicates its partial reduction during synthesis. In ad-
dition, the appearance of a wide band below 1000 cm™ also indicates the formation of bonds between TiO,
and GO. EDS analysis showed the presence of titanium, oxygen and carbon in the powder of nanocomposite
material. Raman spectra of nanocomposite contain peaks typical for both TiO, and graphene oxide. Meas-
urements of the optical characteristics of the synthesized material showed that the absorption spectrum of the
nanocomposite shifted in the long-wave region relative to the absorption spectrum of the original compo-
nents, which may be the result of changes in the band gap of the semiconductor. Measurements of
electrophysical characteristics showed that the resistance to electronic transport of nanocomposite material is
much less than the value of this parameter obtained for pure TiO,, which leads to an increase in the efficiency
of the photocurrent conversion.

Keywords: titanium dioxide, graphene oxide, TiO,-GO, nanocomposite material, impedance spectra.

Introduction

Titanium dioxide (TiO,) occupies a special place among semiconductor materials due to its physical
and optical properties, such as high melting point, chemical inertness, high efficiency of phototransformation
and photostability [1-3]. Titanium dioxide with a band gap of 3.2 eV is only sensitive to light with wave-
lengths below 380 nm, which are in the UV range. However, it is one of the most popular photocatalysts [4]
due to its high oxidation capacity and chemical stability in relation to the high acidity environment.

Semiconductor nanoparticles are aggregated, which leads to a decrease in the generation and transport
of charge carriers to the counter electrodes in photocatalytic and photodetecting cells. When used with
graphene, this problem can be solved. In this case, TiO, nanoparticles are evenly distributed in graphene and
easily form chemical bonds along the folds of graphene sheets or other defects.

Graphene with sp” hybridization has recently been widely used in almost all branches of science due to
its high mobility of charge carriers, high specific surface area and the possibility of chemical functionaliza-
tion and mechanical strength. Graphene also absorbs both UV radiation and 1-2 % of light in the visible
spectrum [5-8].

In this paper, a nanocomposite material based on TiO, and graphene oxide was synthesized. It is as-
sumed that the addition of graphene oxide will improve the electrophysical properties of the semiconductor
material, which can be used for photocatalysis and photovoltaics.

Method of experiment

Preparation of TiO,—GO nanocomposite material by hydrothermal synthesis was carried out as follows:
10 mg of graphene oxide (GO, Cheaptubes, USA) was mixed with 30 ml of deionized water purified by
Aquamax water purification system and 10 ml of ethanol in ultrasonic bath for 1 hour. Then, 1 g of TiO, was
added to the suspension of graphene oxide and the sonication and stirring were sequentially alternated for
2 hours, for each procedure for 30 minutes, until a uniform suspension of light gray color was achieved. Af-
ter that, the suspension is poured into a Teflon coated 100 ml autoclave and heated at 120 °C during 24 hours
for the synthesis of the composite. This process simultaneously restores graphene oxide (GO) to reduced
graphene oxide (rGO) by «taking» the electron from ethanol and forming Ti-O—C bonds of TiO, and rGO.
After cooling to room temperature, the suspension was filtered several times with deionized water and the
product was dried at 60 °C [9]. Under these conditions the ratio of GO to TiO, was equal to 1% in
nanocomposite material.

54 BecTHuk KaparaHguHckoro yHusepcureTa



Preparation and study of electrophysical and optical properties ...

To measure the electrophysical properties of the TiO,-GO nanocomposite material, films were prepared
by the «spin-coating» method (Vacuum Spin Coater, MTI Co, USA). The finished paste was applied to the
surface of a rotating substrate with a conductive layer of FTO. The substrate was rotating at a constant speed.
Speed mode was varied from 500 to 4000 rpm, rotation time — 10 s. It allowed to change the thickness of
the films obtained by varying the speed of rotation of the substrates. After application and drying, the film
was annealed in Ar atmosphere for 2 hours. Under the same conditions, films based on pure TiO, paste were
obtained.

The surface of morphology of the obtained nanocomposite materials was studied using a scanning elec-
tron microscope (SEM) Tescan Mira3. Also EDS of the samples was carried out on the SEM. The Confotec
MR520 microscope (3D Scanning Raman Confocal Microscope, Sol Instruments) with laser excitation at a
wavelength of 632.8 nm was used to record the Raman spectrum. The FTIR spectra were recorded using the
Fourier spectrometer FSM 1201 and the electronic absorption spectra were recorded using the Cary-300
spectrophotometer (Agilent). To measure the absorption of nanocomposite films, the samples were deposited
on quartz substrates.

The method of impedance spectroscopy was used to study the kinetics of transport and recombination
of charge carriers. Measurement of impedance spectra was carried out under illumination of samples by xen-
on lamp light with radiation power of 100 mV/cm® (Cell Tester Model # CTAAA, Photo Emission Tech.
Inc., USA) on Z-500PRO impedancemeter (Elins, Russia). The amplitude of the applied signal was 25 mV,
and the frequency was ranged from 1 MHz to 100 mHz.

Platinum films deposited by an electrochemical method from an ethanol solution of H,PtCls on glass
substrates with a conductive layer of FTO were used as a counter electrode. The electrodes were glued to-
gether. The 25 pm thick polymer film Meltonix (Solaronix, Switzerland) served as a gasket between the
working electrode and the counter electrode in the cell. The electrolyte used was Iodolyte H30 (Solaronix,
Switzerland).

Results and its discussion

Figure 1 shows SEM images of neat materials and nanocomposites. The figure shows that nanoparticles
aggregated in the bulk sample of titanium dioxide. However, in the pictures a small number of micropores
can be distinguished. Graphene oxide has a layered structure, which is formed by separate sheets. In the syn-
thesis of nanocomposite material, titanium dioxide particles tend to be less aggregated. In the picture the
interparticle pores can be distinguished.

The presence of graphene oxide in the synthesized sample can be confirmed both visually and accord-
ing to the EDS analysis (Fig. 1d). Figure 1d shows that most part of the studied sample is represented by at-
oms of titanium and oxygen. The carbon content of the sample is low, due to the low GO concentration rela-
tive to TiO, (1:100) in the sample.

The measured Raman spectra are shown in Figure 2. Ttitanium dioxide with anatase structure has six
combination-active peaks in the vibrational spectrum (Fig. 2a): three Eg peaks centered at about 149, 183
and 630 cm™ (Eg(1), Eg(2) and Eg(3) peaks respectively), and two Blg peaks at 397 and 506 cm™ (denoted
by Blg(1) and B1g(2)), and Alg peaks at 481 cm™ [10].

In the Raman spectra of graphene oxide several bands can be clearly distinguished: D-band, which
characterizes the degree of defectiveness of graphene (V = 1350 cm™), G-band, which characterizes the
graphene in-plane vibrational modes of sp® hybridization — this parameter displays the degree of crystalliza-
tion of the material (V = 1586 cm™) and 2D band, which indicates the degree of graphitization and displays
the number of graphene layers (Vv =2700 cm™) [11].

Both TiO, and graphene oxide peaks are present in the Raman spectra of the synthesized material. This
confirms by the data obtained by EDS analysis of the samples.

Figure 3 shows the FTIR spectra for pure TiO, and graphene oxide powders, as well as for the TiO,—
GO nanocomposite material. FTIR spectra of graphene oxide shows the oscillations of bonds characteristic
of chemical groups: C-O (1095 cm™), C-O-C (1261 cm™), C-OH (1454 cm™), C=0 (1728 cm™). The intense
peak at 3000-3500 cm™ (3441 cm™) characterizes fluctuations of O-H groups in the composition of C-OH
and water. The peak at 1628 cm’' is called skeletal vibration of graphene oxide [12]. Figure 3 shows that the
functional groups characteristic for graphene oxide are absent.
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Figure 2. Raman spectra of powders

The pure powder TiO, has a low-frequency mode of about 500 cm™, which corresponds to the vibration
of Ti-O-Ti bonds. Also, as can be seen from the spectrum, at 3440 cm’ there is an intense band, which indi-

cates that on the surface of titanium dioxide particles adsorbed OH group.

The nanocomposite material TiO,—~GO exhibits absorption below 1000 cm™. This peak can be consid-
ered as a combination of oscillations of Ti-O-Ti and Ti-O-C bonds (about 792 cm™). The presence of Ti-O-C

bonds indicates that during hydrothermal reduction graphene oxide with residual functional groups of car-
boxylic acid strongly interacts with surface hydroxyl groups of TiO, nanoparticles and, ultimately,

a TiO,—GO nanocomposite material is formed.
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Figure 4. Absorption spectra (a) and the dependence of the optical density of nanocomposite films
on the substrate rotation speed ()

As is known, the edge of the TiO, absorption band appears in the UV region of the spectrum about
380 nm. Graphene oxide also absorbs in the UV region, the maximum of its absorption spectrum is 230 nm.
GO films are practically transparent in the wavelength range from 400 to 800 nm [8, 13]. Figure 4a shows
that the TiO,—GO nanocomposite actively absorbs light in the UV region of the spectrum. Along with this,
there is a broadening of the absorption band in the visible range of the spectrum. As shown in [14], this is
due to the fact that nanocomposite materials shift the edge of the band gap of the material in the long-
wavelength region of the spectrum.

Figure 4(b) shows the dependence of the optical density of TiO,—~GO nanocomposite films on the sub-
strate rotation speed. As can be seen from the figure, the increase in speed leads to a decrease in the optical
density of the samples, which indicates a decrease in the thickness of the films.

Next, the electrophysical characteristics of the material of the nanocomposite of TiO,—GO and pure
TiO, were studied. To obtain an equivalent circuit, the data of the measured impedance spectra were pro-
cessed in the EIS analyzer program. The resulting equivalent electrical circuit of the electrochemical cell is

shown in Figure 5 [15].
—R1 R2 W —|_—H 3—-|-
‘ CPE2Z
CPE1

Figure 5. Equivalent electric diagram
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On the basis of the obtained data (Fig. 6) the basic electrotransport properties of films were calculated,
where: k. — effective rate constant for recombination, 7., — effective lifetime of the electron, electron
transport resistance in the film of titanium dioxide is R,, charge-transfer resistance R, (R, =R, .. — R, ... )>

related to recombination of electron.

1600 —
2000

1400

1200 -
1500 o
4 1000 -|

1000 - 8O0

Im, Ohm
Im, Ohm

600 -

500 - 400

1235 2004

0 T T T T T T T T T T 0

1 T T T T T ¥ T T T 1
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000 5500 Q 500 1000 1500 2000 2500 3000 3500 4000 4500
Re, Ohm Re, Ohm
a) b)

a) TiOy; b) Ti0,-GO: I — 500 rpm; 2 — 1000 rpm; 3 — 2000 rpm; 4 — 3000 rpm; 5 — 4000 rpm

Figure 6. Impedance of spectra

Table 1
Values of electrophysical parameters of TiO, films

Film Speed kef/‘a S_1 Teffs S Rk, Ohm RW, Ohm

500 rpm 10 0.1 24174 208.3

1000 rpm 13.895 0.072 2554.5 84.9

2000 rpm 13.895 0.072 2194.0 69.3

3000 rpm 5.1795 0.193 5411.7 48.2

4000 rpm 26.822 0.037 2485.5 423

From Table 1 it is seen that the best electro transport and conducting properties were recorded for TiO,

film deposited at a speed of 2000 rpm. For this sample, there is a minimum resistance value of the electro
transport 2194 Ohm. The maximum value of the resistance of electro transport are films deposited at a speed

of 3000 rpm.

Table 2
Values of electrophysical parameters of TiO,—GO films

Film Speed kef/‘a S_1 Tefps S Rka Ohm Rw, Ohm

500 rpm 10 0.1 3521.5 48.4

1000 rpm 26.822 0.037 3075.9 1196

2000 rpm 7.1969 0.139 4400.7 66.9

3000 rpm 51.767 0.02 2052.9 30.5

4000 rpm 10 0.1 4307.2 127.5

Table 2 shows the electrophysical parameters of the TiO,-GO nanocomposite material. As can be seen

from Table 2, that in films deposited at a rotation speed of 3000 rpm, the resistance of electronic transport is
equal to R;=2052.9 Ohm, which is the minimum value compared to other samples. The minimum value of
the resistance of electronic transport when measuring the impedance means that the films have large values
of electrical conductivity, since the resistance is inversely proportional to the conductivity. R,, — in the film
Ti0,-GO 3000 rpm is 30.5 Ohms and shows that in the nanocomposite material resistance to electronic
transport is negligible. And in the sample applied at a speed of 1000 rpm, R,, is equal to 1196 Ohm, which is
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much more than the above value. This suggests that electronic transport in thick films is carried out with low
efficiency.

Effective lifetime of the electron (z,;) in a sample of 2000 rpm is more than in the other samples. For
films deposited at a speed of 4000 rpm, the electrophysical parameters are close in value to that, obtained at
2000 rpm. Studies have shown that the best mode for deposition of TiO,-GO films is the rotation speed of
3000 rpm.

Thus, studies have shown that hydrothermal synthesis forms a bond between the particles of TiO, and
graphene oxide sheets, which indicates the production of nanocomposite material. This was confirmed by the
EDS analysis data on the presence of titanium, oxygen and carbon in the powder of nanocomposite material.
The Raman spectra of the nanocomposite show peaks characteristic of both TiO, and graphene oxide. Ac-
cording to the FTIR spectra in TiO,—GO functional groups characteristic of graphene oxide partially disap-
pear, which confirms its partial recovery during synthesis. In addition, the appearance of a wide band below
1000 cm™ indicates the formation of a connection between TiO, and GO.

Measurements of the optical characteristics of the synthesized material have shown that the absorption
spectrum of the TiO,—~GO nanocomposite is shifted to the long-wave region relative to the absorption spec-
trum of the initial components, which may be the result of changes in the band gap of the semiconductor.

Measurements of the electrophysical characteristics of the nanocomposite material showed that the re-
sistance to electronic transport is much less than in pure TiO,, which leads to an increase in the efficiency of
the photocurrent conversion.

This work was performed within the framework of the research grant AP05132443, funded by the Min-
istry of education and science of the Republic of Kazakhstan.
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Ti0,-GO HAHOKOMIIO3UTTIK MAaTEPHAJIbI AJTy ME€H OHbIH 3JIeKTP(PU3NKAJIBIK
’K9HE ONTUKAJIBIK KACHeTTepiH 3epTTey

TiO,—GO HaHOKOMIIO3HUTTIK MaTepHalIbl THAPOTEPMAIIBI diceH cuHTe3es . HAaHOKOMITO3UTTIH KYpbUTYBI
UK-ranmay wMoamimertepi apkpuibl pactanabl.  TiO,—GO HaHokoMmmo3uTiHAe TpadeH OKCHAIHE ToH
(GYHKIMOHANBI TONTAP XKaPbIM-)KapThUIaH JKOFaNa/ibl, SIFHW CUHTE3 OapbIChIHIA OHBIH JKapThUIal KaJIlblHA
KeneTiHi kepcerinren. ConpiMen Katap 1000 cM' TeMeH KeH *OMaKThIH maiiga 6omysl aa, TiO, xone GO
apacbiHa OailaHbICThIH KypbulyblH ponesngeiini. OJC Tannay HaHOKOMIIO3MTTI MaTepUAIbIH YHTaFbIHIA
TUTAHHBIH, KOMIPTEKTIH JXOHE OTTeriHiH Oap OoiybH kepcerTi. CHHTe3#eNreH MaTepHalAbIH ONTHUKAJIBIK
CHIaTTaMaapbiHbIH OJILICYJepi HAHOKOMIO3HUTTIH JKYTHUTy CHEKTpi, 6acTalnkbl KOMIIOHEHTTEPIIH KYThUTY
CIIEKTpJICpiHe KaparaH/a, Y3bIHTOJKBIHIBI aifiMakka Kapail )KbUDKbIFaHbIH KOPCETTi, SIFHU OHBIH HOTHKECI
JKApPTHUIAOTKI3TIIITIH THIBIM Cally 30HACBHIHBIH ©3repyi OOJybl MYMKIH. DIeKTp(HU3UKAIBIK CHIAaTTaMa-
JapbIHBIH OJILICYJIepi Ke3iHIe HAHOKOMITO3UTTIK MaTepUalbIH JIEKTPOH TachIMalllaHybl Keaeprici Taza TiO,
MOH/IEPIMEH CaJIBICTBIPFaHAa KOIl ece TOMEHJIriH KOpCeTTi jkoHe (DOTOTOKTHI TYPJICHAIpYIE THUIMILTIriH
JKOFapbLIaTyFa OKEJIIl COKTBIPAIbL.

Kinm ce30ep: tutan auokcuni, rpaden okcuzi, TiO,—GO, HAHOKOMIO3UTTIK MaTepUal, UMIEIAHC CIIEKTPi.

A. K. Kymabekos, H.X. NU6paes, E.B. Cenuepcrona, I'.b. Kamanosa

[Hosyuyenune u uccaeg0BaHUeE FJIEKTPOPUINIUECKUX
U ONITUYECKUX CBOICTB HAHOKOMIIO3UTHOTr0 Matepuaja TiO,—GO

I'mppoTepManbHEIM METOJOM CHHTE3MPOBAH HaHOKOMITO3MTHBEIN Marepuan TiO,—GO. OGpa3oBaHne HaHO-
KoMno3uta Obuto moarBepxkaeHo AanHbiMH MK-anamusa. ITokazano, uto B TiO,—GO yacTHYHO HCUe3alOT
(bYHKIMOHAIBHBIE TPYIIIbI, XapaKTepHbIe U1 OKCUIa rpad)eHa, 4To CBUACTEIBCTBYET O €ro YaCTUYHOM BOC-
CTAHOBJICHHH B X0JI¢ CHHTe3a. KpoMe TOro, mosiBIeH e HPOKOi mo1ock! Hmke 1000 cM™' Takke cBHIETEb-
cTByeT 0 (opmupoBanun cBsizu Mexay TiO, u GO. D/IC aHanu3 nokasan HalUYUe TUTAHA, KHUCIOPOAA U YT-
Jeposia B MOPOIIKe HAHOKOMIIO3UTHOTO MaTepuana. B PamaH cnekTpax HaHOKOMITO3MTa UMEIOTCS ITUKH, Xa-
pakrepHble kKak s Ti0,, Tak n okcuna rpadeHa. M3MepeHns: ONTHYECKUX XapaKTePUCTUK CHHTE3UPOBAHHO-
TO MaTepHalla OKa3aJli, YTO CIIEKTP IOTJIOMIEHHs] HAHOKOMIIO3HTa CABUHYT B JUIMHHOBOJHOBYIO 00JIaCTh OT-
HOCHTEIIBHO CIIEKTpa MOTJIOIICHUS HCXOAHBIX KOMIIOHEHTOB, YTO MOJXKET SIBIISITHCS PE3yJIbTaTOM M3MCHEHHUS
HMIMPUHBI 3aMPEIIEHHON 30HBI MOTYNIPOBOAHNKA. M3MepeHns 3neKTpopU3nIecKuX XapaKTEPUCTHK TOKa3any,
YTO CONPOTUBIICHUE NEKTPOHHOMY TPAHCHIOPTY HAHOKOMIO3UTHOTO MaTepHalla HAMHOTO MEHBIIE 3HAUECHUS
9TOTO MapameTpa, HoIy4eHHOro st yiuctoro TiO,, 4TO IPHUBOIUT K NOBBILICHUIO 3} (EKTUBHOCTH Mpeodpa-
30BaHHs (POTOTOKA.

Kniouesvie crosa: nuokcun tutaHa, okcun rpadena, TiO,—GO, HAaHOKOMIIO3UTHBIA MaTepHall, MMIICAAHC
CIIEKTPBHIL.
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Saving of heat energy costs while providing residents with heat and hot water

In the article data on the amount of heat while providing consumers with heat and hot water are presented.
The installation of heat meters is necessary to improve the standard of living of the population through the
efficient use of heat energy. Various devices are used to take account of the consumption of heat in heat
supply and hot water supply to consumers. Heat metering devices have been started to be installed in
residential buildings in recent years. Questions connected to account of heat consumption and its cost is very
important these days. The considered commercial heat metering station includes a heat meter, a mass meter or
a heat carrier volume, pressure and temperature sensors. We only need to calculate the meter to save energy
for heat energy because we only have to pay for the heat we consume. While equipping a residential house
with heat metering devices, it was observed that payment for heat energy and consumed hot water was
beneficial for consumers.

Key words: heat metering, heat energy, heat supply, flow meter, heat carrier.

Heating systems are an important part of the engineering of energy and industrial facilities. Special
productions are created in large cities in order to organize the use of these systems. One of the key issues of
operation is the organization of reliable heat supply to consumers [1].

Heating systems in heating facilities operate only during heating season from October to April, while
hot water supply is provided throughout the year. Seasonal thermal loads depend on climatic conditions as
they are subjected to changes in the heated period due to the external air temperature of the heat loss. Main
seasonal heat loads include heat loads used for heating, venting and air conditioning of buildings. Heat loads
for heating during the year are considered by the hot water supply systems, technological needs of communal
and industrial enterprises of public buildings [2].

The accounting and controlling of heat energy consumed in heating of buildings is a topical issue both
for housing and communal services and ordinary consumers. Large losses in heat grids are excluded as long
as introduce effective methods of heat metering. At present, 20 % of heat loss is lost in the network, while
30 % of all dispatched energy is lost during transportation. Heat loads in heat exchangers are not regulated
and as a result heat is consumed at home [3].

In addition, installation of thermal energy meters is essential to ensure the improvement of the living
standards of the population by utilizing thermal energy effectively. We only need to calculate the meter to
save energy for thermal energy because we only have to pay for the heat used. Equipping multi-storey
apartment housing with computing equipment:

— pay only for the amount of heat energy consumed;

— refuse to invest in poor municipal resources;
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— will give the opportunity to profitably use communal resources.

Calculation of payments to consumers without metering devices is carried out according to
consumption norms. Therefore, the installation of heat energy meters will help to optimize the system of
requirements for the use of thermal energy, and at the discretion of the customer allows to organize and
distribute thermal energy in the building.

In connection with the above problems buildings connected to centralized heating networks must be
equipped with commercial heat metering devices consumed at heating points. A commercial heat metering
station includes a heat meter, a device for calculating the amount of heat based on input information about
the mass, temperature and pressure of the coolant. Registration, collection, storage, processing of quantities
of energy consumed, their processing and delivery, information quality, information storage, recorders,
timers, registers. These elements provide a high level of reliability, accuracy, independence of
measurements, fast response of the device and a wide range of measurements of the dimensions of the
coolant flow. Domestic or foreign heat meters included in the State Register of Measuring Instruments and
meeting the requirements of technical conditions can be used in the accounting units [4—7].

Choosing a computational tool requires careful consideration of its technical data, installation
procedures, service rules. The principle of operation is to determine the amount of heat at the entrance, fix
the temperature and determine the amount of heat exchanger consumed. The calculation is based on the
coolant and the heat input scheme. Heaters can predict heat transfer costs. The building is equipped with a
heat transfer pipe.

Thermal energy is determined by measuring the volume, temperature and pressure of the thermal
media. The heat transfer medium is calculated using the computing device. Home computing tools can
perform additional operations. They store and record the consumed heat information. The main differences
between the heat meters are dependent on the measurement methods, installation and operation conditions,
and their cost. It is advisable to automate the data collection system in the selection of heat metering devices
in buildings. Automated data transmission systems are implemented by modem. Connection of the modems
dependent on the type of heat meter is carried out by connecting the heat exchanger to the digital port, as
well as to the interface or radio transceiver converters.

Due to the above mentioned issues the consumers were able to determine the cost of heating and hot
water supply and determine its cost and reduce costs. The object of the research is a 5-storey, 80-apartment
house. In the dwelling house since 2015 special tools for heating and hot water are installed.

As for the main issues of using heat energy, the VKT-7 heat meter was used to regulate heat
consumption and heat conductor parameters. The VCT-7 can be connected to a printer, personal computer,
battery pack, and a RS232S or RS485 interface modem. The NP-4A battery is used to extract data from
calculators. The NP-4A battery is widely used when reading and indicating loss values in an electromagnetic
flow sensor, reading and indicating pressure values in a heat calculator database.

Information on thermal energy in heat and hot water supply during heating season are presented in
Figures 1 and 2.
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Figure 1. Heating energy in heating season
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Figure 2. Heat energy relative to hot water

During the heating season, the reduction in the population's heat energy data is associated with a
decrease in heat supply and hot water supply from heat energy in May-September, stopping the supply of hot
water during the end of the heating season and preparation for the heating season.

The results of the research were compared before and after commercial heat metering installation. Data

on thermal energy cost at hot water supply in November-December 2016 and January-September 2017 are
shown in Figures 3 and 4.
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Figure 3. The value of thermal energy in the heat supply of consumers
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Figure 4. The cost of consumed hot water

In the absence of computing equipment data for consumers during the heat supply period, we see that in
January, the cost of heat energy increased. This is due to the increase in heating costs per 1 m’:
93,3 tenge/m’, 2015 — 104.7 3 tenge/m’, 2016 — 110.98 tenge/m”. The dependence on the device data
showed that a sharp decline in the cost of heat energy in April was due to the end of the heating season.

The following conclusions are drawn from the dependence of the thermal energy cost during heat
supply:

—about 2,623,000 tenge were spent for the total thermal energy in the absence of computing tools,
while during the period from November-December of 2015 to January-September of 2016 the
installation of the counting device amounted to 1,393,700 tenge;

—about 2,688,200 tenge were spent in the absence of computing tools during the period from
November-December of 2016 to January-September of 2017, when 1393000 tenge were spent on the
installation of heat metering devices.

It is proved that consumers are provided with heat energy and hot water for the consumers when using

housing computing devices.
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7 Meroauyeckue ykasaHHs O BbIOOPY, MOHT@XY H OSKCIUTyaTalld HPHOOPOB KOMMEPYECKOrO ydeTa B CHCTEMax TeIlio-
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A K. Xacenos, b.P. Hycin6ekos, J1.2K. Kapabekosa,
M. Croes, b.K. 3eitnomna, A.K. MypaTtoBa

TypFbIHIAPABI KbLIYMEH KdHe BICTBIK CYMEH Ka0AbIKTayaAa
KbLTYy JHEPIUSCHIHBIH IIBIFBIHAAPBIH YHEMACY

Makanana TYTHIHYIIBUIAPABI JKBUTYMEH JKOHE BICTHIK CyMEH KaMTaMachl3 €Ty Ke3iHAEeri >KbUIy Meimepi
Typansl Aepekrep KedTipingi. JKpuly SHEprHSACHIH €CENTeriliTepili OpHATy XXBULYy SHEPIUSCHIH THIMII
naiiganany eceGiHEeH XaJbIKTBIH OMIp Cypy ACHIeHiH apTTHIpY VIIIH KakeT. TYTHIHYIIBUIApABI XKBUTyMEH
JKOHE BICTBIK CYMEH JKaOJbIKTay KE3iHJE JKbULy IIBIFBIHBIH €CelTey/e dpTYpJli acnanrtap naiaanaHbliazibl.
TyprbIH yinepie JKbUly SHEPrHACHIH €CeNTey KYpalJapblH COHFBI JKbUIZapsl opHara OGactazbl. JKbury
IIBIFBIHBIH JKOHE OHBIH KYHBIH €CElKe aly MakcaTblHa OailflaHbICTBl Mocesenep Kasipri yakplTTa eTe
MaHbI3Ibl. KapacThIpbUIbIN OTHIPFAH KOMMEPLMSUIBIK JKbULY €CENTey TOpalbl >KbUIy €CENTeTillNeH, Macca
HEMeCe JKbUIy TaCBIMAJIAFBIITHIH KOJEMi E€CENTerilliMeH, KbBICHIM JKOHE TeMIleparypa JaTIHKTepiMeH
KaMThUIFaH. JKbUTy SHEpruscCHl YIIIH SHEPTUSHBI YHeMieyzae 0i3 TeK ecenTeyilTiH KepceTkimi OobIHIIa
ecenTey JKYprilzyimi3 kepek, cebedi Tek maiianaHblIFaH JKbUTY YIIIH TeJeyiMi3 KakeT. TYpFBIH YHAI XKBLTY
ecentey KypaljapbIMEH XaOJbIKTay Ke3iHAe XKbUTY SHEpTHsACHl MEH NaliflalaHbUIFaH BICTBIK CYABIH TOJIEM
aKbICHl TYTHIHYIIBUIAP YIUiH THIMAI OOJIFaHbl aHBIKTaJIIBI.

Kinm ce30ep: Xbulyabl ecemlke aiy, JKbUIy OJHEPTUsChl, KbUIYMEH >KaOIbIKTay, MIBIFBIH eCcenTeyilli,
XKBLTyTachIMaJIIAYIIIbL.

A K. Xacenos, b.P. Hycyn6ekos, /[.)K. KapaGekona,
M. Croes, b.K. 3eitnomna, A.K. MypaTtoBa

IKOHOMHUS Pacxoa0B 3HEPIruu TEIJIa NIPHU o0ecrmeyeHuH ZAKMJIBIOB
TENJIOM U TOPSIYNM Bozmcnaﬁme}meM

B craree npuBeieHbI JaHHBIE O KOJIMYECTBE TEIlIa MPU 0OeCIeYeHNH MOTpeOuTeNnell TerioM u ropsideil Bo-
JoH. YCcTaHOBKAa CUETYMKOB TEIUIOBOM SHEPruu HEoOXOauMa IS MOBBIIMIEHUS YPOBHS KHM3HH HACENICHUS 3a
cueT 3((EeKTUBHOTO HCIIOIH30BaHUS TEIUIOBOH »Hepruu. /s ydyera pacxoja TeIula IpH TeIIOCHA0KEHUN U
Topsi9eM BOJOCHA0KEHHH NOTpeOHTENeH MCIONB3YIOTCS Pa3IndHbIe MPHOOPHL. B KHIBIX HoMax IpHOOpHI
ydeTa TEIJIOBOW 3HEpruM Hayald yCTaHABIMBATh B MOCIECIHHUE IOl BOIPOCHI, CBSA3aHHBIEC C LENBIO ydeTa
pacxoja Telja U ero CTOUMOCTH, B HACTOSIILEE BpEMsl OUCHb Ba)KHBL. PaccMaTpuBaeMblil KOMMEpUECKH y3el
ydyeTa Temja BKIIOYAaeT B ceOs: TEMIOCYETYHK, CUETYMK MAcChl MIM 00BbEMa TEMJIOHOCHUTENs, NAaTIMKU
JaBJIeHHs U Temreparypbl. UTOObl C3KOHOMHUTH SHEPIUIO Ul TEIUIOBOW SHEPIUH, HaM HY)KHO TOIBKO
paccuuTaTh CUETYHK, TIOTOMY YTO MbI JOJDKHBI IUIATUTh TOJBKO 3a MCMOIb30BaHHOE TemIo. IIpu ocHameHnn
JKHUJIOTO J0oMa pUOOpaMu ydyeTa Teria HabIroJaaoch, YTO OIUIaTa 3a TEIUIOBYIO SHEPTHUIO U HCIIOJIb30BaHHYIO
TOPSIYIYI0 BOAY IJIsl HOTpeOuTenel Oblia BEITOTHON.

Kniouesvie cnosa: Y4eT T€IuIa, TEII0OBAsA DHEPIrus, TeHJ’IOCHa6)KCHI/Ie, CUYETUYHMK pacxoaa, TEIVIOHOCUTEIIb.
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Investigation of heat exchange processes in vertically arranged heat exchangers

Today, in many countries, electricity is produced in a variety of ways, depending on current trends. The use
of heat pump technology in heat energy development is one of the most efficient energetic methods. In order
to save energy, it makes possible to use heat of subsurface water, reservoirs, natural water flows, etc. The en-
vironmental effectiveness of this technology is that it helps to prevent greenhouse gas emissions caused by
combustion. Therefore, it is the use of gas and liquid fuel in the system that is one of the main and actual
problems of operating heat pumps, but not replacement of old boilers. It will not only reduce fuel consump-
tion, but also reduce carbon dioxide emissions to the atmosphere. In the laboratory of «Unconventional Ener-
gy Sourcesy, experiments were conducted on an assembled test bench to study heat exchange processes tak-
ing place in a ground heat exchanger. The temperature distribution data in the vicinity of a U-shaped ground
heat exchanger was experimentally specified. They showed temperature changes around the pipe in the
ground. Using the obtained data, dependency graphs were constructed. The temperature change depending on
different moisture content of the sand was determined. The temperature variation dependency graph with
temperature difference of different moisture content was plotted.

Keywords: heat transfer, heat exchange, ground, temperature sensor, heat exchanger, energy.

Introduction

At present, the search and active use of new alternative energy sources in many developed countries of
the world are considered as vital, strategically necessary resources ensuring the prospective development of
the economies of these countries. Therefore, the modern development of the energy sector of the Republic of
Kazakhstan is characterized by a radical rearrangement of the fuel and energy sector structure. This is due to
the increase in prices of fossil fuel in the world market, the aggravation of environmental problems. One of
the effective ways to solve this problem is the introduction of less energy-consuming new technology, which
will be a source of non-traditional renewable energy.

The advantage of applying heat supply technology using non-conventional energy sources over tech-
nologies with traditional energy sources is the reduction of energy consumption during heat supply, new op-
portunities for an environmentally friendly and autonomous heat supply system.

To use low-grade ground heat it is necessary to prepare well holes to install heat exchangers of a heat
pump. Various drilling methods can be used to obtain horizontal and vertical wells. A horizontal ground heat
exchanger is installed near the building, at a shallow depth. The use of such ground heat exchangers is lim-
ited by the size of the available area. The vertical ground heat exchanger works effectively in almost all types
of geological media, with the exception of low thermal conductivity grounds, for example, dry sand or dry
gravel. Systems with vertical ground heat exchangers got widespread use.

The most effective and widely used among such devices are heat pumps [1]. Heat pumps are our source
of energy for heating and hot water supply. Heat carrier is a very convenient, cost-effective and environmen-
tally friendly heating system. The main difference from other generators is that they generate thermal energy
using, for example, electricity, gas, and so on. In the production of heat using heat pumps, 75 % of the ener-
gy comes from the environment, and the remaining 25 % is electrical energy for the operation of the heat
pump compressor. In other words, the owner of the heat pump saves 70 % of the costs.

Today, heat pumping units are an effective tool for energy saving, as prices for various types of fuel and
electricity have increased. The use of heat pumping units for the needs of heat supply makes it possible to
use significant economic and environmentally friendly technologies that do not cause carbon dioxide and
other harmful substances emission to the atmosphere. Since the first use of heat pumps in a heating system,
gas boilers have proved that they are economically unable to compete. As a result, heat-absorbing units have
tended to replace other types of heat supply.
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As a low-cost heat source in heat pumping units, industrial and clarified domestic wastewater, geother-
mal and artesian heat, subsurface heat and solar energy heat and so on are used.

The heat carrier is installed horizontally and vertically under the ground. Vertical heat exchangers in the
depths make it possible to use low grade thermal energy of the ground (10-20 m from the ground level). The
heat carrier circulates through pipelines laid in the ground at a depth of 25-200 m. The heat of the environ-
ment is supplied with water and antifreeze. The solidification point is approximately 13 °C. This keeps the
solution from freezing during the process of operation [2].

The solution is pumped by a circulating pump and is used to heat the building using a heat pump and
heat insulation, therefore the surface of the heat exchanger must be adapted to the influence of sunlight. It is
made of heat-exchanging polyethylene or metal-reinforced plastic pipes below the surface. Their diameter
ranges from 25 to 40 mm.

In this regard, the purpose of the work is to study the temperature pattern of sandy soil around the heat
exchange tubes. To achieve the goal, the time-temperature change was studied at different mass
concentrations of water. The time history graphs of experimental works on dry sandy ground of different
moisture contentare presented.

Research technique

The research methods were the analysis of domestic and foreign methods of using heat pumps, obtain-
ing parameters of drilling well holes by mechanical and electric pulse method intended for the installation of
heat exchangers by an experimental method and the method for research of the heat exchange process of un-
derground heat exchangers. Heat exchanger well holes, made by means of electric hydropulse technology,
can improve heat exchange processes in heat exchangers and increase heat removal [3].

Installed in ready-made well holes using electric hydropulse technologies, exchanger in the laboratory
of «Unconventional energy sources» experiments were conducted on the assembled test bench to study heat
exchange processes in the ground heat exchanger. The initial parameters were as follows:

Initial ground temperature: ¢ = 10 °C;

Environment temperature: ¢ = 23 °C;

The diameter of the U-shaped vertical ground heat exchanger: D/d = 32/25 mm.

The experiments were carried out at different ground conditions for a closer approximation to the natu-
ral conditions of the ground heat exchanger.

The main requirements for the quality of the experimental setup were uninterrupted power supply
sources of constant thermal energy at the well and the possibility of taking high temperature accuracy and
heat consumption metering. In order to monitor the temperature, heat sensors were installed vertically along
the pipe and in the middle of the U-shaped heat exchanger. They show temperatures in the ground and in the
vicinity of the pipe. During the experiment, heat sensors measured the temperature in several locations, in
particular at different distances from the U-shaped pipe, at the outlet and at the U-bend pipe turn.

The readings of temperature sensors inside the well hole were found using the Temp Keeper program.
The Temp Keeper program is designed to monitor and control the temperature and moisture content of vari-
ous objects or environments in which sensors will be placed. This program makes it possible to visually ob-
serve the changes taking place, as well as to monitor whether the specified parameters are normal, warning
you with an audible signal if necessary.

Figure 1 shows a test bench for studying the process of heat transfer in vertical heat exchangers.

Figure 1. The experimental test bench
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Figure 2 shows a diagram of the test bench for studying the heat exchange processes in ground heat ex-
changers.
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ground; 5 — circulation pump; 6 — valve (B1, B2); 7 — electronic sensors for temperature control; § — wooden case

Figure 2. The diagram of the test bench for studying heat exchange processes in ground heat exchangers

Investigation results

Initially, the temperature change at different radial distances in dry soil was determined. During the
flow of cold water through the U-shaped pipe at a speed of 0.098 m/s, readings of thermal sensors located at
different distances were taken every 10 minutes. They showed temperature changes around the pipe in the
ground. Using the data obtained during the tests, dependency graphs were constructed. Figure 3 shows the
change in temperature history distribution [4].
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Figure 3. Change in temperature history distribution (dry soil)

The ground temperature around the pipe over the course of time falls relatively faster than the ground
temperature at a distance from the pipe. The temperature at the pipe outlet is higher than the temperature at
its inlet; this is due to heat transfer from the ground to the pipe.

The ground of the surface layers of the Earth is actually a heat accumulator of unlimited capacity, the
thermal conditions of which is formed under the influence of two main factors: solar radiation and the flow
of radiogenic heat coming from the earth's interior. When heat is removed, the temperature of the ground
around the ground heat exchanger decreases. Particular attention should be paid to the influence of the mois-
ture content of the soil mass and the migration of moisture in its pore space on the thermal processes that
determine the characteristics of the ground as a source of low-grade heat energy [5].
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Since the heat in the ground is transmitted mainly through solid particles, water and air, as well as upon
contact of the particles, the heat conduction largely depends on the mineralogical and granulometric compo-
sition, moisture and air content and density. It is known that the heat conduction increases sharply with in-
creasing soil moisture content, since the heat conduction of air, displaced by water from the pores of the
rock, is approximately 30 times less than the heat conduction of water. When all the pores are completely
filled with water, the thermal conductivity of the soil reaches its maximum value. The larger the mechanical
elements, the greater the thermal conductivity. Thus, the thermal conductivity of coarse-grained sand with
the same porosity and moisture content twice as much as the coarse dust fraction. In terms of thermal con-
ductivity, the solid phase of the soil is about 100 times greater than air; therefore, loose ground has a lower
thermal conductivity coefficient.

The thermal conductivity of soil to a lesser extent depends on the temperature change; in the
temperature range from —50 to +50 °C it affects the interporous convection; in addition, the thermal
conductivity coefficient can change by 25 %, while increase in the grain size from dust to coarse sand results
in the rise of thermal conductivity by 2 times. For this reason, the experiment was repeated in the ground
with a mass concentration of water of 1 %, 3 % and 7 %.

Figures 4-6 show temperature history distributions in a U-shaped pipe located in the ground with a
mass concentration of moisture of 1 %, 3 % and 7 %.
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Figure 4. Temperature history distribution (moisture content of 1 %)
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Figure 5. Temperature history distribution (moisture content of 3 %)
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As one can see in the figure, the sand temperature gradually decreases, and this means that the sand
transfers its heat to the pipe with ice water.

Based on the results of the performed work, the following conclusions can be drawn. In dry sand, the
temperature changes within an hour and a half from 19 °C to 15 °C, and in wet sand from 19 °C to 13.5 °C. It
follows that wet sand increases heat removal. After half an hour, the temperature change stabilizes. The tem-
perature difference of the sand decreases with increasing moisture content (Fig. 7).
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Figure 7. Dependency graph of temperature changes with temperature differences of different moisture content

The figure shows that with increasing moisture content, the temperature difference of the sand gradually
increases. The reason for this is that when the sand is wet, water fills the air spaces inside the sand and facili-
tates the heat exchange. Therefore, when the sand moisture increases, heat is transferred to the pipe. That is,
the higher the moisture content, the higher the temperature.

Since at present there are no standard heat exchangers for extracting heat from the ground, such systems
should be designed for each specific object separately. It should be noted that from the point of view of
thermal physics, ground is a rather complex system. By experimental studies at the test benches, the authors
obtained the dependences of temperature histories of dry and wet sand and the temperature distribution in the
sand in the vicinity of the polyethylene pipe. The carried out experiments confirmed that the temperature
change in dry ground is greater than in wet one.

Thus, in capillary-porous systems, such as the soil mass of the heat removing system, moisture in the
pore space has a noticeable effect on the process of heat distribution. The value of the equivalent thermal
conductivity of moistened sand is higher than that of moistened clay, and it increases with increasing mois-
ture content from 1 to 7 %. The thermal conductivity of clays varies from 2 to 4 W/(m-°C), and for sand it is
from 5 W/(m-°C) and greater. The wetter the sand, the higher the thermal conductivity.
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K.M. Illaitmepnenosa, D.P. llIparep, A.C. Tyceimbaera, XK.K. Haymap6an

Tik OpHAJACKAH KbLIYAJIMACTHIPFBIIITAPAAFI KbLIY aJIMACY YPAICTEPIH 3epTTEy

Kasipri Tanga 3amMaH arbIMbIHA Cail KONTEreH eJepe dJICKTP SHEPrHsAChIH dPTYPIIi JKOIAApMEH OHAIpYHe.
XKbUly SHEPTHACHIH OHIIPYIE KbUIy COPFBUIAPHI TEXHOJOTHSCHIH KOJJAHY CH THIMAI 3HEPreTHKAaJbIK
suicrepain Gipi Gosbln TaObUIABI, SIFHU SHEPTUsl YHEMJEY MaKCAThIHJA JKep KOWHAybl JKbLIYBIH, Cy acTbhl
CynapblH, Cy KoiiMamapblH, TaOWFM Cy arbIHIApblH >koHe T.0. maijamanyra MyMKiHAIK Oepemi. byn
TEXHOJIOTMSTHBIH YKOJIOTHSJIBIK THIMIIUIITT, OTBHIH JKaHy Ke3iHJe Iaiiia 00JaThlH MapHUKTI ra3aapIblH ChIPTKA
TOJIBIFBIMEH TapaJIbINl KeTYiH OONIbIpMayFa jkaFiail TyFbl3aThIHIbIFbIHAH KepiHeni. COHIBIKTAH Xyiiene ras
JKOHE CYHBIK OTBHIHAApABl MaiifanaHy Ke3iHIe ecKi Ka3aHABIKTapAbl ajiMacThIpylaH TIepi, IKbUIy
COPFBUIAPBIHBIH JKYMBIC ICTE€y MPUHIUITEPI OACTHI )KOHE ©3€KTi MacenenepaiH Oipi Gonbin Tadbutaasl. On
Ka3y HeTi3iHJe aJbIHFaH OTBIHIBI TYTHIHYABIH JEHIeHiH KBICKApTHII KaHa KoWMal, aTMocdepara OeiHim
LIBIFATBIH KOMIPKBIIIKBUT Ta3bIHBIH MOJILEPIH aHAFypIbIM a3aiTaabl. «JIocTypii emec SHeprusi Kesuepi»
3epTXaHaChIH/a TOIBIPAK JKbULY aJMacTBIPFBIIIBIHAA KE3JECETiH XKbUIy Oepy NpOLECTepiH 3epTTey YIIiH
JKCIIEPUMEHTANIABI  CBIHAK ~ CTEHIIHAE OKCcrepuMeHTTep  oTki3inmi. U-Topi3mi  TONbBIpaK  KbUIY
QJIMAaCTBIPFBILITHIH MaHBIHIA TEMIIEpaTypaHbl 0eily SKCIEpHMEHTTIK Typiae aHblkranabl. Omap xepzaeri
KYOBIpAaFbl TEMIeEpaTypa e3repicTepiH KepceTeadi. AJIbIHFaH JepekTep OOoMbIHINA, TOYeNAUTK rpadukrepi
KypbUiabl. TemmeparypaHblH e3repyi KYMHBIH bUIFIABUIBIFbIHA OalIaHBICTBl aHBIKTAIIbL. OpPTYpIi
BUFANIBUIBIKTAFbI TEMIIEPATYpa albIpMAIIbUIBIFBIHA TEMIIEpaTypa 03repiciHiy rpaduri TYpFbI3bUIIbL

Kinm ce30ep: bITyaaIMacTBIPFBILI, )KBITyCOPFHILL, XKep, TEMIIepaTypa AaTUHTr1, )KbITyaIMacy, SHEpTHUsL.

K.M. Illaiimepaenosa, D.P. Hlparep, A.C. Tycsin6aesa, XK.K. Haymap0an

HccanenoBanue mpoueccon TenJo00MeHa Ha BEPTUKAJBbHBLIX TEeNnJ1000MeHHHKAX

CeroziHs BO MHOTHX CTpaHax 3JICKTPOIHEPTHUs BhIpaOaThIBACTCS PA3IMYHBIMU COCOOAMH, B 3aBHCUMOCTH OT
COBPEMEHHBIX TeHJeHIHMiT. Mcnosb30BaHUEe TEXHOJIOTHH TEIUIOBOTO HACOCA B TEIUIOBOH SHEPrUM SBISETCA
onHuM u3 Hambonee 3PPEKTHBHBIX dHEpreTudeckux MerozoB. C IeNbl0 dHEProcOSpeKeHUs! MO3BOJLIET
UCHOJIb30BaTh IIOJIIOBEPXHOCTHOE TEIUIO MOJBOJHBIX BOJ, BOJIOXPAHWIHII, IPUPOJHBIX BOJHBIX IIOTOKOB
UT.J. Oxosornyeckas 3(QEKTHBHOCTb 3TOH TEXHOJOTHM 3aKIOYaeTcss B TOM, YTO OHA IOMOIaer
NIPEAOTBPATUTh BBIOPOCHI IAPHUKOBBIX T'a30B B pe3yibrare cropanus. I1o3ToMy HCIoib30BaHHE Tasza U
JKUJKOTO TOIUIMBA B CHCTEME SBISIETCS OIHOW M3 OCHOBHBIX M aKTyalbHBIX INPOOJIEM OAKCILTyaTaIly
TEIIOBBIX HACOCOB, a HE 3aMEHBI CTaphIX KOTJIOB, YTO HE TOJBKO COKPATHUT HOTPEOJICHHE TOILIMBA, HO U
YMEHBIINT KOJHMYECTBO BBIOPOCOB YIJICKHCIIOrO rasa B atMmochepy. B mabGoparopum «HerpamunmoHHsie
UCTOYHUKH SHEPTHM» ObUIM IIPOBEICHBI SKCIEPUMEHTHl Ha COOPAaHHOM 3KCHEPUMEHTAIbHOM CTEHIE IS
UCCIIEZIOBAHHUS MIPOLIECCOB TEINIOOOMEHA, MPOTEKAIOINX B IPYHTOBOM TEILIOOOMEHHUKE. DKCIIEPUMEHTAIBHO
OIIPEICNICHO pacIpeielieHHe TeMIepaTypbl B okpecTHocTH U-00pa3HOro rpyHTOBOTO TeINI00OMeHHUKA. OHM
HOKa3bIBAlOT H3MEHEHHUS TeMIepaTypbl BOKpYT TPpyObl B TpyHTe. I10 IOIy4eHHBIM JaHHBIM ObLIM HOCTPOCHBI
rpaduKy 3aBHCUMOCTH. BBUIO ompezeneHo M3MeHEeHHe TEMIIEPaTyphl B 3aBUCHMOCTH OT Pa3JIMYHOM BIaXKHO-
ctu necka. [ToctpoeH rpadyk 3aBHCHMOCTH W3MEHEHUS TEMIIEPATypHl C Pa3HULECH TeMIlepaTyphl pa3IndHOI
BIIQXKHOCTH.

Kniouesvie crosa: TEIU1ooTAa4a, Tel'UIOO6MeH, TPYHT, JaTUUK TEMIIEPATYPHIL, TCHHOO6MCHHI/IK, OHEPIus.
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Resonant oscillation of vertical working part of conveyer-loader

The experimental equipment for testing the screw loader of bulk materials with horizontal and vertical
branches was designed and manufactured, which allows to determine the process productivity and power con-
sumption according to the developed methods. Experimental equipment is equipped with laboratory equip-
ment, which ensures the change of investigated processes in wide ranges with high accuracy in the automated
control mode with the fixation of necessary research results. On the basis of mathematical models, the de-
pendences of the angular velocity of perturbation on the physico-mechanical and geometric parameters of the
system of branches and the angular velocity of SWP are obtained. It was established that the resonance dy-
namic stresses at significant angular velocities exceed several times the resonant stresses of a «static elastic
body» (which does not rotate), which makes it possible to take into account when choosing a dynamic coeffi-
cient of strength. With the same physical-mechanical and geometric characteristics of an elastic body, the
resonance for larger values of the angular velocity of its rotation takes place for a smaller frequency of exter-
nal periodic perturbation.

Key words: mathematical model, amplitude, resonance, conveyor.

Introduction

The technical means of continuous transportation of friable materials are the basis of the complex
mechanization of loading and unloading operations, which increase the productivity and efficiency of pro-
duction processes. The specific gravity of spiral conveyors in loading and unloading works of most construc-
tion, road, agricultural, processing and other machines, which is about 40-50 %.

It is known that resonant oscillations are the most dangerous modes of operation of machines and
equipment. They are characterized by a significant increase in the amplitude of oscillations, and hence dy-
namic loads. Therefore, these operating modes greatly reduce the operating life of the machine. If, in some
cases, resonance phenomena cannot be avoided, then, by choosing the system parameters, they try to provide
a minimum amplitude increase during the transition through the resonance. Therefore, the question of reso-
nance oscillation research is of vital importance for the improvement of their structures.

Analysis of recent research and publications. The interaction of auger mechanisms with agricultural ma-
terials, as well as the choice of rational parameters of GTTM and their modes of operation, were investigated
by M.P. Vasylenko [1], B.M. Gevko [2, 3], P.M. Zaika [4], R.M. Rogatinsky [5, 6], L.M. Zuyev [7],
V.L. Kulikovsky [18] and others.

The problems of determining the rational operating modes and constructive parameters of the GTTM
are devoted to the work of R.L. Zenkov [8—11], A.M. Grigoriev [12—-14], B.M. Gevko [3], K.V. Alferov [8],
H.A. Khailis [15], V.L Plavinsky [16], N.V. Ostapchuk [17, 18], O.R. Rogatinskaya [19], .M. Kho-

rolsky [20].

Cepusi «dunsukay. Ne 2(94)/2019 73



I. Hevko, O. Lyashuk et al.

Questions of substantiation of the parameters of oscillations of mechanical systems are devoted to the
works of LM. Babakov [21], O.A. Goroshko [22], P.D.Dotsenko [23], M.P. Martyntsev [24],
M.A. Pavlovsky [25], S.N. Nikiforov [26], Yu.A. Mitropolsky [27], M.M. Bogolyubov [28], and others.
However, issues relating to the improvement of the structures of the spiral mechanisms themselves and their
working parts need further research. Investigating the resonant oscillations of the vertical working part of the
conveyer loader.

Material and method

For carrying out the experimental researches of productivity of spiral loader with a working part the
stand [29] was used, the general view of which is depicted in Figure 1. Stand for the study of the overload of
friable materials from a horizontal to a vertical axis, made in the form of a frame /, a cylindrical horizontal
spiral working part 2 with a central shaft 3 and a vertical groove 4 with a vertical spiral working part 5.
A cylindrical and horizontal groove of spiral working part 2 is rigidly mounted on the stand 6 on the frame /.
Below there is a vertical groove 4 is a perpendicular to its axis a rotary connection sleeve 7 which, in a
known manner, performs the angle of rotation of the vertical groove 4. From above, at the entrance to the
cylindrical horizontal spiral working part 2, a bunker § with a friable material 9 is rigidly installed.

The stand is equipped with a driven actuator /0 with a cylindrical horizontal spiral working part 2 and a
vertical spiral working part 5 through the pass transmissions // and /2 and on the additional T-shaped
transmission gear /3. At this productivity of the vertical spiral working part 5 should be no less than the
productivity of the cylindrical horizontal working part 2, in order not to jamming the technological process.
At the top of the vertical groove 4, a loading window /4 with a tray under which the tank /5 is installed for
collecting friable material from the vertical section is made. In addition, at the bottom of the cylindrical end
the horizontal working part 2, the initial window /6 with a crossbar for measuring the productivity of the
horizontal section was made. Under the outlet there is a container /7 for collecting friable material that the
horizontal section moves.

YA ”
LIA‘[ S AL M AL AL M AL AL Y, o
1 I71 v TT ~J i

A =l

Figure 1. Stand to investigate the overload of friable materials from the horizontal to the vertical line

In addition, the steps of the cylindrical horizontal spiral working part are evenly enlarged in the direc-
tion of exit of material from it.

In addition, the stand is equipped with control devices Altivar 7.1 and a personal computer /9 for meas-
uring power, kinematic and technological parameters.

The work of the stand to study the overload of friable materials from a horizontal to a vertical branch is
carried out as follows. To study the performance of the horizontal section, open the switch under the capacity
of 17, fix the time and determine the performance. To establish the performance of the horizontal and verti-
cal sections, the shutter is closed on the horizontal section and all the friable material is transported through
window /4 into a container /5 that weighs and performs the analysis.

The design of the test facility (Fig. 2) includes a spiral-mixer driven from a personal computer (PC)
through a frequency converter (Altivar series) 3. The spiral mixer consists of a frame, with the possibility of
axial rotation and change of the angle of inclination of the body, in which there is a working part driven by a
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three-phase asynchronous electric motor (AIP90L4Y3), is located in relation to the horizon through the sup-
port. In the case the bunker and loading and unloading holes are fixed — exits, in which a recessed pipe is
installed. The engine is equipped with a sensor for motor shaft rotation frequency (E40S6—10Z4-6L-5) 13.

Figure 2. The general view of the spiral loader

It is known [14] that resonant modes of operation of machines and equipment are the most dangerous.
They are characterized by a significant increase in the amplitude of oscillations, and hence dynamic loads.
Therefore, these operating modes greatly reduce the operational terms of machines (we are not talking about
special machines principle of operation of which is based on resonant phenomena). If, in some cases, it is not
possible to avoid resonant phenomena, then try at the expense of choosing the system parameters to provide
the minimum value (growth) of the amplitude during the transition through the resonance. Where it follows
that the study of the resonant phenomena of the horizontal working body of the loader mixer has not only
theoretical, but also practical value.

From the condition of existence of resonant oscillations, which for the case of the main bending work-
ing part can be written in the form:

2 2
V:Q—3—””—“—+(£] mou (1)
) m+ p8Q

Thus, the resonance phenomenon for different values of the velocity of the grain mixture, its linear
mass, and the various angular velocities of the rotation of the horizontal working part will occur at different
frequencies of external perturbation. As noted above, the real effect of small amplitudes of transverse vibra-
tions of the horizontal box of the mixer loader on its own frequency is negligible. From the above, it follows
that the dominant role of entering the resonance is played by: the angular velocity of rotation of the working
part, the speed of the grain mixture and its mass. Thus, for different values of these parameters, the ampli-
tude of the transition through the resonance will take different values. In addition, as shown in [14], the am-
plitude of passage through the resonance depends on the phase difference between the proper and the forced
oscillations, in our case ¢ = —@. The first resonance approximation for the above-described boundary-

value problem will be sought in the form of an asymptotic representation, but in contrast to the nonresonance
case, the amplitude in the transition through the resonance is determined by the relation of the form

da

- - HA(a9), 2)
d
d—sz—v+yBl(a,(p),¢=l//—9.
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The problem is to determine this type of functions, taking into account (1), (2), for the first approxima-
tion, satisfied the basic equation. Acting in the same way as for a nonresonant case, taking into account (3),
we find

%:,u 4 (a,0)(cos(kx+y)—cos(kx—y))—
: . dy dy
~a(Q+u B, (a,q)))(sm(l(x+l//)+sm(l(x—y/))+,u£l/+,ua—§2
74
o’y d4(ag . .
22 o) on{ ) cos{ =) 2624 s o) i)
2 2 2
+a);£22+a)2}v2+2 oy (3)
oy 060 2000y
The resulting ratio let you capture the differential equation that connects the unknown function as
d’y, 9’y d'y AN
L[ay/;’BHZI’m’ ax4l =aV? n smecosy/— 4)

—2V§c0s§xcosl// +F(x,a,p,0)+ ,usin%xx

xlcow(—%zm(g—v)+2a93j+smy/(a%zm(g—v)+2A(a,¢)QB.

Thus, for a resonance case, the function must be a solution of the equation and satisfy homogeneous
boundary conditions if represented as their form

. kr
(v .0)=Zsn 2 xx, (a.0.0). ®
In this case, the coefficients of its decomposition ¥, (a,60,y) are bound by differential equations
a)fork=1
2 2 4
J Y'z' @ +2 o, vo+v’ J le' +(a2(£j +@")Y,, =
oy oy db 200 l ©)
7’ 1.«
=alV’?| — cosz//+—Isin—xF(a,x,t9,l//)dx+
21 Py /
04(a, : 0B(a,
+| cosy —M(Q—V)+2aQB +siny a(—aqj)(Q—v)+2A(a,¢)Q :
¢ a9
b) for k#1
’x, 2} 4 9%y, (lﬁzT
@ +2— yo+v i+ (0| 22| +ahy, = 7
o’ Topae TR W I RAL )

km) !
:aV2( 273) cosl//+%jsinkTﬂ-F(a,x,0,l//)dx.
0

In the same way as for a nonresonance case, the conditions for the absence of a function in the sched-
ules y, (a,x,y,0), and hence in ¥, (a,y,0) ( k#1), the first harmonics  allow us to obtain relations that

determine the right-hand side of the dependences (6)

04 11 sl T T k.

(Q_V)8_¢_2aQB=;4_ﬂJZS:e q;! !F(a,x,w,&)smee ? cosy dxdyd ®)
oB r© 11 W kr
—(Q-V)-24Q+V* - =——) ¥ F(a,x,y,0)sin— xe™’ dxdyd®. 9

aa(/j( ) i ZS:e M‘:‘; (a,x,p,0)sin -3¢ cosydudy, ©)

In the case when a spiral mixer operates a periodic perturbation which does not depend on its deflec-
tion, and small nonlinear forces are determined as for the case of their own oscillations, differential equations
in the resonance region can look
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da__ &

dt m+p

sl 2uH
(@) "a ﬂ(Q+v(t))COS(p (10)

2
@:Q—v—[z) i +u 2i sin¢—iﬂ-—2a—
dt 1) 8Q(m+p) "\ 7(Q+v(t))a RN w
Resonant phenomena of the working part, adversely affect the technological process of loading or
moving the grain mixture, while reducing the life of the machine. To avoid it and to investigate the influence

of a whole range of parameters on the process of its passage, it is necessary to construct for this case the
solution of the mathematical model of the process

oE o (&Y
k225 | 4hcoso,
(f g) [atj ' axf [axf + hcos (11)
9& (¢
k225 L hcoso.
L(5.6)=- [atj laxf(axf Teos
Provided:
pluquk (12)

Similarly, as for the horizontal working part of the conveyor-loader, the differential equations describ-
ing the laws of variation of the amplitude of oscillations in the transition through the main resonance acquire
the form

da 127r_

Zzﬁu0fl(a,xl,go+0,¢9)(cos(zocl+¢+0)—cos(zoc1—goﬂsr))ansuxlj,

d(D ] T _

E 47rlQa !;';fl(a,x,¢+9,9)(sin(l<x+q)+0)+sin(loc—(p+6))d6dxlj, (13)

where A — the imbalance between the frequencies of own and forced oscillations, thus A =Q - 4, and
1 (a,x,,¢+6,0) correspond to the values of the right-hand sides of equations (11) under the condition that

&(x,,¢) and ¢(x,,¢) take the main values in the asymptotic representation of the solution.

Results

Figure 3 and Table represent the value of the amplitude of transverse oscillations during the transition
through the main resonance for various numerical values of the parameters of the investigated system and the
angular velocity of the rotation of the working part.

. "'....
-:' e
Wiy . . 'I

RNRECCCCOTNNEN
LT

Figure 3. Graphic dependencies of the value of the growth factor of the amplitude
when passing through the resonance due to the rotation of the working part
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Table

Different numerical values of the parameters of the investigated system and the angular velocity
of the rotation of the working part represent the value of the amplitude of the transverse vibrations
during the transition through the main resonance

V=0 V=5m/s V=75m/s
a
m p 1 w me ey 5 _ oo Boes é: — _rede=0 Boes é: — _rede=0
a pes|w0 a pes|w=0 a pes|w=0
kg/m | kg/m | ™ s s m m m
10 10 8 0 37.754 0.1121 — 0.1092 — 0.1023 —
10 10 8 10 27.754 0.1504 1.3427 0.1493 1.3672 0.1336 1.3056
10 10 8 15 22.754 0.1814 1.6184 0.1697 1.5540 0.1504 1.4702
10 10 8 20 17.754 0.2318 2.1240 0.2210 2.0238 0.1523 1.4438
20 10 8 0 31.285 0.1419 — 0.1291 — 0.1183 —
20 10 8 10 21.285 0.2211 1.5674 0.1813 1.4041 0.1451 1.2265
20 10 8 20 11.285 0.2381 1.6881 0.2232 1.7289 0.1961 1.6577
20 10 8 25 6.285 0.3306 2.3447 0.2987 2.3137 0.2510 2.127
10 10 6 0 64.134 0.0621 — 0.0601 — 0.0582 —
10 10 6 10 58.134 0.0731 1.1771 0.0681 1.1331 0.0622 1.0687
10 10 6 20 48.134 0.0884 1.4235 0.0841 1.3993 0.0763 1.3109
10 10 6 30 38.134 0.1101 1.7729 0.1036 1.7238 0.0943 1.6209
30 10 6 0 48.178 0.0938 — 0.0821 — 0.0634 —
30 10 6 10 38.178 0.1263 1.3475 0.1023 1.2434 0.0701 1.056
30 10 6 25 23.178 0.1984 2.1151 0.1381 1.6821 0.0893 1.4085
50 10 6 0 35.337 0.1436 — 0.0788 — 0.0411 —
50 10 6 10 29.337 0.1456 1.0139 0.0843 1.0698 0.0464 1.017
50 10 6 25 14.337 0.3061 2.1362 0.09210 1.1689 0.0493 1.023
Discussion

The obtained results allow asserting the following: the resonant amplitudes depend on the speed of the
grain mixture, the angular speed of rotation of the working screw and the rate of change (in the resonant
zone) of the frequency of the external periodic perturbation:

— for smaller values of the linear mass of the grain mix, the working screw and the higher speed of the

transition through the main resonance, the value of the resonance amplitude is smaller;

— the growth rate of the amplitude in the transition through the resonance for the working part which ro-

tates in comparison with the «stationary» its position is less for the case of more relative movement of
the grain mixture.

Conclusion

On the basis of mathematical models, the dependences of the angular velocity of perturbation on the
physico-mechanical and geometric parameters of the system of branches and the angular velocity of SWP are
obtained. It is established that for larger values of the angular velocity of rotation of a working part, the reso-
nant frequency value is smaller at L=8 M, Q=17-40 s™'. For working parts of greater length, the amplitude
of the transition through the resonance is greater than 10> s’ L=8 m and increases from 0,1121 to
0,2311 m. With an increase in the relative velocity of the transfer of the grain mixture leads to a decrease in
the amplitude of the transition through the resonance at m =50 kg, the speed within 5...7,5 m/s decreases
within 0,1023...0,0701 m. Design of screw loader designs, stand equipment and experimental installation
using the Altivar 71 frequency converter and Power Suite v.2.5.0 software allowed to carry out a complex of
experimental studies.
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. T'eBko, O. JIsmyk, M. Coxun, JI. Co6oass, B. I'yas, FO. BoBk

BHMHTTIK KYKTHETiIITIH KO3FaJIMaJibl AKYMbIC 06JIITHIH Pe30HAHCTBIK TepoeJici

HlambiaTtelH HbICAHAAP YLIIH KOJJAHBUIATHIH JKYKTHETIIITIH, OHIIpIC YAEpiCiH )KOHE SHEePrusl IIbIFbIHBIH
Genrini omicnieH aHbIKTayFa MyMKIiHIIK GepeTiH, KbUDKbUIMAJIbI 06JIiri faibiHAanFaH. DKCIEPUMEHT XKY3iHae
JKacalFaH OeJiK 3epTTeNIeTiH YIEpiCTIH e3repiCiH aBTOMATTHl TYpAE aca >KOFaphl JNAIKIEH OakblIam
OThIpyFa MYMKIiHAIK Oepeni. MareMaTHKaNbIK OmicTep KOMETIMEH KapacThIPI OTHIPFAH KYpPBUIBIMHBIH
OYpBIITBHIK SKBUIIAM/BIFBIHBIH JKYHCHIH (H3MKa-MEXaHHKAIBIK >KOHE TIEOMETPHSUIBIK IapameTpiiepiHe
TOYENALNIri aHbIKTa FaH. JKorapFbl OYPBIIITHIK XKbUIIAMABIKTa PE30HAHCTHIK AMHAMUKAJIBIK KEPHEY JICHEHIH
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PE30HAHCTHIK CTaTUCTHKAJIBIK CEpHIMALIK KepHeyiHeH OipHelle ece apThlll KYpbUIFbIFA Kayill TOHIIpYi
MYMKiH. By skaFai bl KypbhUIFBIHBIH IMHAMHKAJIBIK KayilCi3AiriH ecenTereH/e ecke aty Kepek.

Kinm ce30ep: MaTeMaTUKaJBIK MOJENb, AMITIUTYAA, PE30HAHC, TPAHCIIOPTEP.

. T'eBko, O. JIsmyk, M. Cokui, JI. Co6oasH, B. I'yas, FO. BoBk

Pe3onancHbIe KoJ1€0aHN MOOMJIBHOTO Pa0d04yero OpraHa BUHTOBOI'0 3arpy3unKa

CHpoeKTHPOBAaHO M H3TOTOBJIIEHO SKCIIEPUMEHTAIFHOE 000pYIOBaHHE IJISI HCIBITAHHUS BUHTOBOTO 3arpy34H-
Ka CHITyYHX MaTepUaIoB ¢ TOPU30HTAILHON U BEPTHKAIBHOI BETKaMH, KOTOPOE MO3BOJIIET OIPEEIATh IIPo-
H3BOJUTEIBHOCT TPOIEcca M DHEPro3arparhl COTJIACHO Pa3pabdOTaHHBIX METOIHK. ODKCIEPHMCHTAIBLHOE
00opyzoBaHHE OCHAILICHO JAa0OPaTOPHBIM O00OPYIOBaHHEM, OOCCHEYMBAIOUIMM H3MEHEHHE HCCIENLyEeMBIX
HPOLIECCOB B INMPOKHUX JHAIAa30HAX C BHICOKOW TOYHOCTHIO B aBTOMAaTH3MPOBAaHHOM PEXHMME YIPABICHHS C
(ukcaiyell HeoOXOMMMBIX Pe3yJIbTaTOB HccaenoBanus. Ha 0ocCHOBe MaTeMaTH4eCKUX MoJesIeil Momy4eHsl 3a-
BHCHMOCTH YIJIOBOIf CKOPOCTH BO3MYIIEHHUS OT (U3UKO-MEXaHUUECKUX U T€OMETPUYECKUX I1apaMeTPOB CHC-
TEMBI BETOK U YIJIOBOH CKOPOCTH BHHTOBOT'O pab0o4ero opraHa. Y CTaHOBIIEHO, YTO PE3OHAHCHBIE AUHAMHYE-
CKHe HaNpsDKEHUS TP 3HAYMTEIBHBIX YIJIOBBIX CKOPOCTSX BPAIIEHMS B HECKOJIBKO Pa3 MPEBBIMIAIOT PE30-
HaHCHBIE HANPSDKEHUS «CTaTHIECKOTO YHPYroro Teiay» (KOTOpoe He BPAIlaeTcsl), YTO MpeonpesersieT yau-
TBIBAaHUE JUHAMUYECKOTO Kod(dunmenTa 3anaca npodyHocTH. [Ipu Tex sxe GU3HKO-MEeXaHHIEeCKUX U TeoMeT-
PHMYECKUX XapaKTepPUCTHKAX yHNPYroro Tejla Pe30HAHC NPU OOJBLIMX 3HAUYCHUAX YIVIOBOII CKOPOCTH €ro Bpa-
IIEHUs MMEEeT MECTO JUIsl MEHBILEeH YacTOThI BHEIIHEr0 NEPHOANYECKOTO BO3MYILCHHS.

Kniouesvie cnosa: maremMaTnueckast MOZEJIb, aMIUIUTYAA, PE30HAHC, TPAHCIIOPTEP.
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Inertial evaluation of the tyre-road interaction during emergency braking

An improved method of evaluation of the parameters of braking efficiency in vehicles of M1 category has
been proposed for expert examination of motor vehicle accidents. This method is based on the control of pa-
rameters which are able to significantly influence the friction processes in the contact tyre-road area. These
parameters were discovered in the course of analysis of theoretical approaches to the evaluation of the quality
of tyre-road interaction, analytical formulas used for evaluation of the main braking parameters (deceleration,
stopping distance) as well as for experimental evaluation of parameters of inertia braking efficiency. The
generalization of study results showed that existing expert methods of evaluation of the parameters of vehicle
motion during emergency braking do not take into account the design of modern braking systems, tyres and
psychological aspects of control of the braking process by a human operator. After processing experimental
data, recommendations have been formed to improve the existing approaches and eliminate the discovered
defects. The verification of the proposed recommendations allowed to establish the areas of their efficiency
for M1 category vehicles on dry bituminous concrete and confirmed the need to conduct further studies for
vehicles of other categories and other types and conditions of road surface within the framework of the devel-
oped general approach.

Keywords: friction forces, tyre, road surface, friction process, deceleration, stopping distance, expert exami-
nation of motor vehicle accidents.

Introduction

The expansion of volumes and application sphere of motor vehicles raises the possibility of increase in
the human and material costs as a result of road accidents. According to the data of the World Health Or-
ganization, every year more than 1.35 million people (3700 people per day) die and tens of millions are hurt
in road accidents. This organization predicts that in 2020 road accidents (RA) will take the third place in the
world as a reason for loss of health after cardiovascular diseases and severe depression. Mortality caused by
road accidents is the main reason of death in children and youth aged from 5 to 29 [1].

The motion of a vehicle on the roadway or in another locality can be viewed as an operation of the sys-
tem «driver — vehicle — roadway — environment» (DVRE). A breakdown in the normal operation of each of
the components of DVRE system leads to the loss of efficiency (decrease in the speed of motion, unjustified
stops, increase in fuel consumption) or to road accidents (RA). In the majority of cases, braking systems of
motor vehicles (MV) [2] are used to prevent road accidents and the efficiency of their work is limited by fric-
tion forces during the tyre-road contact. Friction processes in the contact tyre-road area primarily depend on
the speed of vehicle motion, type and condition of tyres as well as type and condition of the roadway [3].
The quality of tyre-road interaction is evaluated by the adhesion coefficient (coefficient of static friction) as
well as the coefficient of sliding friction (if the wheels are locked up) which is usually lower than the adhe-
sion coefficient [4]. Different methods, means and technologies depending on the purpose and goal of studies
are currently used to evaluate tyre-road interaction as well as braking properties of the vehicle.

The ability to evaluate with sufficient accuracy the quality of tyre-road friction is important for im-
provement of the operation of control and safety systems of the vehicle (anti-lock braking system (ABS),
electronic stability program (ESP), adaptive cruise control (ACC), preventive safety systems), traffic control
and road maintenance [4-8].

In the USA and Europe the information obtained from the electronic control, safety and comfort sys-
tems of vehicles is successfully used to establish the circumstances of road accidents. It became possible due
to the development of technologies used to record vehicle motion during a road accident: GPS system for
pinpointing vehicle location, Event Data Recorder (EDR) (for recording the data on the accidents) Auto-
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mated Crash Notification (CAN) (automated systems for notification of accidents)) [9—11]. Automated sys-
tems for recording traffic parameters help to ensure the high accuracy of the initial data in order to establish
the mechanisms of certain emergency situations using the basic laws of motion [9, 12].

Practice shows that it is not always possible to use the information from electronic systems which re-
cord vehicle motion parameters during road accidents. According to the Best Practice Manual on Road Acci-
dent Reconstruction of the European Network of Forensic Science Institutes [15] the evaluation of tyre-road
interaction may be performed by conducting an investigatory experiment in road conditions of the scene of
action or in similar conditions. The goal of the experiment is to determine the adhesion coefficient and(or)
braking efficiency parameters (stopping distance, deceleration) [2, 8, 13, 16] which characterize the friction
processes during tyre-road contact.

If it is impossible to conduct an experiment, then the adhesion coefficient, deceleration and stopping
distance may be determined according to the reference data of experimental and calculation values [15] or
may be accepted as a normative established by the Traffic Rules and the Council Directive 71/320/EEC [4].
Braking efficiency parameters may be determined by calculations using the formulas known in the forensic
science practice [16].

Thus, the modelling of the braking efficiency parameters of vehicles during road accident examination
is associated with calculations when the expert uses measurement results given to him by an investigator or
by the court as well as typical reference data as initial data. Reference data include parameters and coeffi-
cients, the numerical values of which are chosen by the expert himself from the special scientific, technical
and reference literature based on the nature and conditions of the road accident. The list of such characteris-
tics and parameters includes the indices which characterize the braking efficiency of the vehicle (delay in the
brake system response, deceleration increase time, constant deceleration), driver reaction time; indices of
quality and condition of the road surface, coefficient of tyre-road adhesion, information on the speed of pe-
destrian motion, slip angles and radii of road turns etc.

In order to evaluate the braking efficiency, the expert just needs to calculate certain parameters by using
formulas known from the theory of the operational characteristics of the vehicle [14, 15, 16]. However, only
if the initial data are accurate and the calculation method has been chosen correctly, then it can be said that
export conclusions are valid, objective and accurate and can be used as proof.

The main difference between the braking efficiency in modern vehicles in comparison and the braking
efficiency in outdated vehicles which are not even equipped with ABS, is one of the subjects studied in this
thesis. The purpose of the study is to improve the quality of vehicle expert examination after road accidents
by improving outdated expert methods of evaluation of the vehicle motion parameters during braking based
on the analysis of the parameters of tyre-road interaction during emergency braking.

The following tasks were performed to achieve the set goal:

— analysis of theoretical principles of formation of the parameters of tyre-road interaction during brak-

ing;

— experimental study of braking efficiency parameters in the operated vehicles;

— processing of experimental study results and issuing recommendations for improvement of the expert

methods of evaluation of motion parameters of the modern vehicles during braking.

Analysis of the principles of formation of tyre-road interaction parameters during braking

A tyre is the only element used by the vehicle to interact with the road. The safety of motion is based on
the ability to surmount high decelerations during braking and high transverse acceleration with respective
lateral slips during a turn as well as on the ability to have minimal inclination for aquaplaning. According to
the physical laws of friction, the friction which must be overcome to move an object on a flat surface de-
pends only on the weight of the object (normal force having vertical influence on the surface) and the adhe-
sion of materials between the foundation and the object. The quality of interaction between the foundation
and the object is determined by dimensionless quantity, i.e. friction coefficient (1). The low L values indicate
a smooth slippery surface of adherent materials with low friction. In case of high | values, friction forces are
increased and they must be overcome or transmitted (longitudinal, transversal forces or forces of lateral
slips). The friction significantly determines the physics of driving of the vehicle at the beginning of the mo-
tion as well as during acceleration, deceleration and turns. The longitudinal and transversal forces are added
vectorially to the resulting force transmitted from the tyre to the road (Fig. 1). The higher is the adhesive
ability of the roadway and the tyre or the wheel load, the higher is the resulting force.
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Figure 1. Forces in the tyre friction circle

Based on the Figure 1, the friction coefficient can be determined by using the value of friction forces in
the transversal and longitudinal directions as well as the wheel load

nw=\[F+F F. (1)
If Burkhardt’s method is used [13]

w= (cl . (1 —e ) —-c, ~s) e et (1 — 5 -Fzz), 2)
where ¢,,c,,c; are coefficients depending on the road surface quality; ¢, is coefficient depending on the
maximum vehicle speed; ¢, is coefficient depending on the wheel load; v is vehicle motion speed; s is
longitudinal sliding of the wheel.

If the angle of lateral tyre slip y and lateral tyre stiffness C, are known, then the coefficient of lateral
friction L, is determined by using the following equation
u,=y-C,/F. 3)
Deceleration during braking is determined by laws of mechanical motion and is limited by the ability of
vehicle tyres to adhere to the road surface
j=(=v,)/t,=(v;=v3)/(25,) < g (u-cosotsina), 4)

where vy, v, is initial and final vehicle speed; ¢, is braking time; S is stopping distance; g is free fall accelera-
tion; o is road incline angle; «—» symbol is accepted for downward motion, «+» is accepted for upward mo-
tion.

The Stopping distance under stable deceleration is determined using the following equation

S, =051, =v:/(2-), 5)
and according to the US standard [17] for vehicle speed v, in km/h
S, =0.039-v2/ j. (6)

According to the Best Practice Manual on Road Accident Reconstruction of the European Network of
Forensic Science Institutes the braking length [15] is determined by using the following formula

S, =(t,+0.51,,) v, +v2/(2- ), (7

where ¢, is brake response time; 7, is deceleration increase time.
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Antilock braking system became one of the first and most important systems designed to reduce the
stopping distance. ABS is a system equipped with control devices giving feedback which prevent the wheels
from locking up during braking, as well as help to maintain the controllability and roadholding ability of the
vehicle. The point of optimum braking efficiency is between two boundary situations, i.e. free rolling of the
wheel and its full lockup. The difference between the speed of the vehicle and the speed of the wheel during

braking is called longitudinal wheel slip, its optimum value during adhesion is within the limits
of 10-30 % [4].

Results of experimental study of the parameters of vehicle braking efficiency

The stable deceleration is the main parameter used to evaluate the braking efficiency of a vehicle. This
parameter allows the expert to objectively evaluate the length of braking (stopping) distance of the vehicle
and its speed of motion during emergency braking. Experimental data on vehicle braking dynamics was col-
lected in the period from 2014 to 2018. These data were obtained by using certified special modern devices
(Fig. 2): MAHA VZM-100, MAHA VZM-300 as well as the mobile recording and measuring set of Kharkiv
National Automobile and Highway University [18] which allows to test the durability, controllability, ride
smoothness, as well as aerodynamic, power, braking, hauling and speed properties of motor vehicles under
UN Global Technical Rules No. 8 [19]. Experimental studies were mainly conducted with a visit to the scene
of a road accident, the road conditions were similar to those of the road accident. Special attention was given

to vehicles equipped with ABS and the type of the used tyres. The technical condition of vehicles was in
compliance with the traffic rules.
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Figure 2. Devices for measuring the dynamics of vehicle braking

The study was conducted on 198 vehicles of M1, M3, N1, N2, N3, N3+O categories on different road
surfaces. Model years were from 1975 to 2012. The total number of measurements of the stable deceleration
of vehicles and the number of the studied vehicles (in brackets) are shown in Table 1.

Table 1
Number of performed tests (studied vehicles)
Vehicle category

Road surface M1 M3 N1 N2 N3 N3+0
Dry bituminous concrete 306(72) 28(8) 46(12) 44(11) 32(9) 20(6)
Wet bituminous concrete (0,2 mm film) 114(32) 24(7) 22(3) 24(7) 4(1) —
Smoothed snow 76(18) — 14(2) 6(1) — —
Black ice 28(7) - 8(1) 4(1) - -
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The results of generalization of the conducted studies are shown on Figures 3—5 and in Table 2. The re-
sults were analysed using MS Excel. The shown parameters were calculated using 95 % confidence level.
The processing of study results showed that the process of vehicle braking is stochastic and is very well de-

scribed by the normal law.
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Table 2
Average indices of stable deceleration of vehicles of M1 category on different types of surface, m/s
Tyre type, ABS functioning
Road surface Summer tyres Winter tyres Recommended
with ABS |without ABS| with ABS |without ABS| value [20]
Dry bituminous concrete 8.29 7.76 8.03 7.55 7.5
Wet bituminous concrete (0,2 mm film) 6.71 5.86 6.83 6.14 5
Smoothed snow — — 3.11 2.98 2.5
Black ice — — 1.7 1.65 1.5

The analysis of the results presented on Figure 3 and in Table 2 shows that the recommended average
statistical mean of stable deceleration for expert examination of road accidents are different from average
experimental values. The difference between indices is 9.5-26.8 % which is significant enough to form an
expert conclusion on a specific road accident. In order to improve the objectivity of an expert examination,
the type of tyres and design characteristics of vehicle braking system must be taken into consideration from
the point of view of availability and functioning of modern electronic systems (ABS, ESP etc.).

As we can see on Figure 4, the deceleration of vehicles without ABS decreases as the speed of motion
increases which correlates well with the data [4, 16]. Vehicles equipped with ABS show the opposite ten-
dency which is explained by the characteristics of the system functioning and the psychology of driving by a
human operator during braking [21]. The data obtained for vehicles equipped with ABS correlate well with
the results [14]. The difference in the indices for vehicles with ABS and vehicles without ABS makes almost
6 % at the speed of 40 km/h, and 26 % at the speed of 100 km/h. Summer tyres show a 3 % better dynamics
on the dry bituminous concrete than winter tyres. In case of wet bituminous concrete (0,2 mm film), there is
an opposite tendency: winter tyres show a 3 % better braking dynamics than summer tyres and this tendency
increases as long as the thickness of water film grows [4].

The stopping distance in vehicles equipped with ABS is less than in vehicles without ABS (Fig. 5). The
difference between indices for vehicles with ABS and vehicles without ABS is almost 4 % at the speed of
40 km/h and 23 % at the speed of 100 km/h. The difference between indices of stopping distances for sum-
mer and winter tyres on dry bituminous concrete is within the limits of 0.5 %.

Forming recommendations for improving expert methods of evaluation
of motion parameters of modern vehicles during braking

The results of the conducted experimental studies show the need to take into consideration the type of
tyres and functioning of ABS during the determination of braking parameters of vehicles which can influ-
ence the results of expert examination of vehicles. The equation (7) recommended to determine the stopping
distance of a vehicle does not take into consideration the mentioned parameters and must be improved.
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The analysis of characteristics of functioning of modern ABS and the results of the conducted studies
allows to propose the following range of improvements.
The following equation is proposed to determine the stopping distance in vehicles equipped with ABS
V2 _ V2 V2
S, =(t,+05¢ ) v ++—=+—=| 8
b (a gd) a 2‘].ABS 2] ( )
where jps is stable deceleration with ABS turned on, j is stable deceleration with ABS turned off; v; is
maximum vehicle speed, its decrease results in ABS turning off, v, = 15 km/h [4].
Jass = J-(1+(1.7Inv, =5.9)/ j). )

The following equation can be used to determine the stopping distance for vehicles without ABS
2

Va
Sb=<ta+0.5-tgd)-va+2'jv, (10)
where j, is corrected stable deceleration of motion speed of a vehicle.
J,=Jj-(1+(0.54-0.0119-v,)/ j). (11)

The results of comparison of experimental data with calculations according to the proposed models
(8)—(11) and the current method (7) are shown on Figures 6, 7.
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The analysis of modelling results presented on Figures 6, 7 allows to recommend the equations (8) and
(9) for vehicles of M1 category equipped with ABS during evaluation of braking efficiency parameters on
dry bituminous concrete at the speed of 45 km/h or higher. In case of lower initial speed of braking, it is ad-
visable to apply the current method and use the equation (7). The equations (10) and (11) can be recom-
mended for vehicles of M1 category which are not equipped with ABS during evaluation of braking effi-
ciency parameters on dry bituminous concrete at the speed of 85 km/h or higher. Otherwise, it is advisable to
apply the current method and use the equation (7).

Conclusions

Tyre-road interaction during emergency braking is a complex dynamic process of stochastic nature. The
quality of description of this process depends upon the full consideration of all ponderable factors: type and
condition of road surface, type and condition of tyres, characteristics of vehicle design, initial braking speed,
physiological characteristics of the driver etc.

The following conclusions can be drawn after analysing theoretical foundations of formation of the in-
dices of tyre-road interaction during braking and experimental studies of indices of vehicle braking effi-
ciency:

1. The development of vehicle structure and technologies of tyre production results in the improvement
of indices of tyre-road interaction and requires regular renewal of the guidelines and methods for evaluation
of motion parameters of modern vehicles during braking.

2. A general approach has been developed to improve the evaluation of efficiency parameters of brak-
ing in modern vehicles. The verification of this approach showed its efficiency for vehicles of M1 category
on dry bituminous concrete, and specifically, for vehicles which are not equipped with ABS at the speed
higher than 85 km/h, and for vehicles equipped with ABS at the speed higher than 45 km/h. In other cases, it
is advisable to use the current method.

3. Further studies are needed to provide similar recommendations for other categories of vehicles and
types of road surface.
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A.A. Kamkanos, B.H. JIlnopauna, B.1O. Kyuepyk,
J1.2K. KapabekoBa, A.K. Xacenos, A.M. [llap3zagun

HIyreLa Texkey Ke3iHAe aBTOKOJIIK I0HIeJIeKTepPiHiH
’KOJIMEH 63apa dpeKeTTeCyiH HHePUMUIbIK O0araJay

AnatThl jKarJaillapra aBTOTEXHHKAJIBIK capanTama Xypridy kesinge M1 caHaThIHAAFbl KJiK KypalaapblH
TeXey THIMIUITIHIH IapamMeTpiiepiH OaranayablH JKETUINIpUIreH opicTeMeci YCHIHBUINBL byn omicreme
IIMHAHBIH JKOJIMEH OalaHBICKAH aiiMarblHIa YHKeJic IpomecTepiHe eneyii acep eTeTiH IapaMeTpiepii
OakplTayra Heri3menreH. byn mapamerprep aBTOMOOHMIb MIMHATAPEIHBIH JKOJIMEH ©3apa iC-KUMBLI CalachlH
Oaranayra TEOPHSIIBIK TOCULIEpAl Taijmay, TEXKEIyHiH Heri3ri KepceTkimrepiH (Oasymay, Texkey MKOJIBI)
Garanay >KOHE MHEPLHSUIBIK SAICICH TeXeNy THIMAUTITIHIH KOPCETKIIITEepiH 3KCHePUMEHTTIK Oaranay yIuiH
aHAJMTHKAIBIK GopMysaap Heri3iHae aHbIKTANIbl. 3epPTTey HOTHKENIEPIH KAIbUIAY IIYFbUI TEXEY Ke3iHae
aBTOMOOHJIb KO3FaJIbICBIHBIH HapaMeTpiiepiH Oaraay/IblH KOJJAHBICTAFbl capanTaMalblK d/icTepl 3aMaHayH
TEXErill XKYHeIepiHiH, MHWHAIAp KOHCTPYKLMACHIHBIH JaMybIH JKOHE TEXEY IPOLECiH onepaTop-aiaMiabl
0acKapyAblH IICHXOJOTVSUIBIK AaCIeKTLIEepiH ecKepMereHiH KepceTTi. ToxipuOenik aepeKkTepai eHuey
HETI3IHJe KOJIAHBICTAarbl TOCIIJEpAl JKETUIAIpY >KOHE aHBIKTaJFaH KeMIIUIKTepAi Koo OoibIHIIA
YCBIHBICTAp >Kaca/bl. ¥ CBIHBUIFAH YCHIHBIMAP/IbI TEKCEPY KypFaKk OMTYMHHO3/bI OeToHIa M1 caHaThIHAAFEI
KeJIIK KypaJiapsl YIIiH OJapAblH THIMIUIK cajlacklH Oenriieyre MyMKIHIIK Oep/i KoHe 93ipJIeHTeH JKaJIIbI
Toci meHOepiHae 6acka caHAaTTaFbl KK Kypajaaphbl YIIiH api Kapail 3epTTeyiiep XKyprizy KaKeTTiriH jkoHe
KOJT XKaOBIHBIHBIH 0acKa TypJiepi MeH jKafJaiJlapblH PacTalibl.

Kinm cesoep: yiikernic kyuri, aBTOMOOHJIb IIMHACHI, JKOJ XKaObIHBI, TeXKEY Hpoleci, Oasynay, TeKey KOJbl,
HKOJI-KOJIIK OKUFaJIapbIHBIH CapanTamMachl.

A.A. Kamkanos, B.H. JIlnopauna, B.1O. Kyuepyk,
J1.2K. KapabekoBa, A.K. Xacenos, A.M. [llap3zagun

HNHepunoHHasi OlleHKA B3aMMO/IeiiCTBHSI ABTOMOOMJILHBIX IIIUH C JIOPOT O
MPH YKCTPEHHOM TOPMOKEHH U

IIpensnoskeHa ycOBEpIICHCTBOBAHHAs METOJMKA OLEHKH MapamMeTpoB 3()(HEeKTHBHOCTH TOPMOXKEHHS TPaHC-
MOPTHBIX CPEACTB Kareropud M1 mIpH NpoBeJEHHM aBTOTEXHHUUYECKUX HSKCIICPTH3 aBapUIHBIX CHTYaIlHH.
JlaHHas MeToAMKa OCHOBAaHAa HAa KOHTPOJIE MapaMeTPOB, CIHOCOOHBIX CYIIECTBEHHO IOBIHMATH HA MPOLECCHI
TPEHHsI B 30HE KOHTAKTA IIHHBI C Oporoi. JlaHHble mapaMeTps! ObLIN BBISIBICHBI HA OCHOBE aHAJIM3a Teope-
THYECKUX IMTOJXOM0B K OIIEHKE KaueCTBa B3aMMOJICHCTBUS aBTOMOOMIIBHBIX IIMH C JOPOTOH, aHATMTHIECKUX
(bopMya 111 OLIGHKM OCHOBHBIX IOKa3aTesied TOPMOXKEHHUs (3aMeijIeHHe, TOPMO3HOH I1yTh) M 3KCIIEPHMEH-
TaJIbHOW OLICHKH IoKa3artenell 3((eKTUBHOCTH TOPMOXKEHHUSI HHEPLUHOHHBIM MeTooM. O6o0IieHne pe3yb-
TaTOB MCCIEAOBAaHUH I0KA3al0, YTO CYIIECTBYIOLIME KCIEPTHBIE METOJbI OLICHKH IapaMeTPOB JBUIKCHHS
aBTOMOOMJICH MPU SKCTPEHHOM TOPMOXKCHUH HE YUYUTBIBAIOT Pa3BUTUS KOHCTPYKIIMH COBPEMEHHBIX TOPMO3-
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HBIX CHCTEM, LIHH U IICUXOJOTHYECKHE aCIEKThl yIPaBICHUS YeIOBEKOM-0IIEPATOPOM MPOLIECCOM TOPMOKeE-
Hus. Ha ocHOBe 00paboTKH 3KCIIEPUMEHTAIBHBIX JaHHBIX ObUTH C(OPMHUPOBAHbI PEKOMEHAALMH 110 YCOBEP-
IICHCTBOBAHHIO CYIIECTBYIOIIUX IOJXO/AO0B U YCTPAHEHUIO BBIABICHHBIX HENOCTAaTKOB. IIpoBepka npeno-
JKEHHBIX PEKOMEHIAIMI IT03BOJINIIA BRISIBUTH 30HBI UX d(pdexruBHocTH 11t T3 kareropun M1 Ha cyxom ac-
(anpToOETOHE U MOATBEPANIA HEOOXOAUMOCTD MPOBEACHHUS JATbHEHIINX MCCIICNOBAHUI IS IPYTHX KaTe-
ropuit T3 1 Ipyrux THIOB M COCTOSIHUH TOPO’KHOTO TIOKPBITHS B PaMKaX pa3pab0TaHHOTO OOIIEro HOAX0/1a.

Kniouesvie cnosa: cHibl TpeHUs!, aBTOMOOMIIbHAS IIUHA, JOPOKHOE MOKPHITHE, IPOIECC TOPMOXKEHHUS, 3aMeI-
JIeHHE, TOPMO3HOM MyTh, SKCHEPTU3a JOPOKHO-TPAHCIIOPTHBIX MPOUCIIECTBHIA.
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Computer-measuring system of the induction motor’s
dynamical torque-speed characteristics

In the article an efficient method of determining the dynamic torque-speed characteristic of induction motors
and the computer-measuring system for its realization is considered. In this method, the additional flywheel is
used, the dynamic measurements of the angular speed as a function of time are taken at the start, after the end
of the transition process, and at during the self-braking mode of the induction motor. For approximating the
data that are obtained as a result of the measurements, the moving average algorithm is used. Also, with the
help of this system, the inertia moment, angular speed dependence on time, electromagnetic dynamic moment
dependence on time, electromagnetic dynamic power dependence on time, mechanical dynamic power de-
pendence on time, and dynamic loss in rotor winds dependence on time are measured. In the article, the re-
sults of experimental measurements of the induction motor characteristics using a proposed computer-
measuring system are given. The proposed system is experimental; in the future, it can be used to test induc-
tion motors during their production processes.

Keywords: computer-measuring system, dynamic torque-speed characteristic, induction motor, moving aver-
age algorithm.

The measurement of the dynamical torque-speed characteristic is important in the electrical machine
check for all kinds of electrical machines. The three-phase alternating current motors with short-circuit rotors
(induction motors) are widely used in a variety of industrial applications due to their rather simple design.
Determining the parameters of induction motors by their torque-speed characteristic is important for the
proper use of the motors since the torque moment and the mechanical losses must be agree [1]. It is common
practice to determine the dependence of the torque moment from the angular speed for the study of a motor
characteristics in the static and dynamic modes of its operation.

The authors in [2] consider an efficient method of determining the maximum performance torque-speed
characteristic for an induction motor drive. This method is based on a mathematical model that provides a
method of calculation for the output power, the apparent power, the power factor, and the efficiency vs the
speed. The proposed method is applicable to the analysis of induction motors based on the results of measur-
ing their output characteristics. The authors in [3—6] deal with the practical application of the acceleration
method for evaluating induction machine torque-speed and current-speed characteristics. Also, this paper
considers the influence of the time measurement on the shape of torque-speed characteristics. However, this
method does not take into account the accurate value of the moment of inertia of the electric motor rotor. The
authors of [7] describe the measuring method for determining the torque-speed characteristic of an induction
machine, which is determined by recording and differentiating the speed signal during the starting of the ma-
chine. In the proposed system, the data is gathered using a measuring system based on a digital acquisition
card and processed in custom software, built using LabVIEW, on a personal computer. This system does not
take into account the mechanical losses on the electric machine shaft and the accurate value of the rotor’s
moment of inertia. The authors in [7-9] present a measurement method for the determination of the torque-
speed characteristics of induction motors, which is in compliance with the IEEE standard test procedure for
polyphase induction motors and generators [1]. To implement this method, dynamic measurements of the
angular speed as a function of time are carried out. Afterward, digital filtering of the obtained data is carried
out, then the dependence of the angular acceleration as a function of time is calculated using digital differen-
tiation. On the basis of this dependence, the torque-speed characteristics are calculated. In this method, the
measurements are taken with no load on the motor shaft. The dynamic measurements of the angular speed as
a function of time are taken during the start and after the end of the transition process, and the measurements
in the process of the self-braking mode are not carried out. The authors in [10, 11] describe the use of a
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curve-fitting technique to deduce the nominal torque-speed characteristic of a three-phase induction motor
from the speed data obtained in a no-load acceleration test. In paper [12] the authors propose the measuring
method of the rotor moment of inertia at the use of various numbers of additional flywheels. In this method,
B-splines are used for the processing of measured data obtained during the start. In this case, a determination
of the torque-speed characteristics during the self-braking mode is not carried out.

There is a group of methods based on the computation of the torque-speed characteristic on the basis of
the induction motor parameters, mathematical model or substitution schemes of the induction motor [13—17].
These methods are often used in automated electric drives, but they do not take into account the exact values
of the mechanical losses and the moment of inertia. This is the reason for the additional measurement error.

One of the most labor-consuming operations that electrical machines check is the measurement of the
dynamical torque-speed characteristic. The dynamical torque-speed characteristic is a very informative char-
acteristic; it increases the probability of being able to determine certain parameters of the electrical machine,
such as the starting, minimum, maximum, nominal, and critical moments. Using synchronous hollows of the
dynamical torque-speed characteristic it is possible to analyze the condition of electrical machine isolation.
However, due to the lack of necessary measuring devices, the dynamical torque-speed characteristic in some
cases is not supervised. The main parameters of the dynamical torque-speed characteristic are the rotor iner-
tia moment and the moment of mechanical losses. Most of the existing means for measuring the dynamical
torque-speed characteristic admit, that the moment of mechanical losses is constant when actually, it is a
function of the shaft angular speed. The moment of inertia is determined through different means of meas-
urement that are all time-consuming.

Thus, there is a necessity for a more exact and automated measurement of the inertia moment and mo-
ment of mechanical losses for determining the dynamical torque-speed characteristic. This requires a com-
puter-measuring system of the induction motor dynamical torque-speed characteristics with improved metro-
logical parameters, which uses various modes of the induction motor operations.

The authors offer a method of measuring the dynamical torque-speed characteristic, which consists of
the following.

The dynamical torque-speed characteristic is dependent on the moment on the shaft of the electrical
machine M, at an angular speed:

dm
Md(m):J‘E'i'MO(m)a (1)
where J — rotor inertia moment; M, — moment of mechanical losses; @ — angular speed of rotor; and
t — time. A necessary condition for its realization is the availability of the additional inertia moment J, ,

executed in a kind, simple body of rotation; for example, a disk or a cylinder. The additional inertia moment
size is calculated by its geometrical and weight parameters.

First, the dependence of the angular speed on time in two modes of the induction motor operation with-
out an additional inertia moment is measured. During the time of the transient mode (after starting) the de-
pendence of angular speed ®, on time is measured, at achievement of synchronous speed the induction mo-

tor is disconnected from the power supply. Furthermore, during its self-braking mode, the dependence of
angular speed ®,, on time is measured.

Third, when the induction motor has been stopped on the shaft end, the additional inertia moment J, is

established; then, the induction motor is started. After achievement of synchronous speed the induction mo-
tor is disconnected from the power supply, and during its self-braking mode, the dependence of the angular
speed m,, on time is measured.

Accordingly, the induction motor movement equations without an additional inertia moment and with
an additional inertia moment J,, are outlined in the following equation.

M, (0)=J e (0)+ M (0)
0=1J €, (0) + M, )
0=(J+J,) g, (@0)+M,,,

where M ,(®w) — electromagnetic moment; € () — rotor angular acceleration dependence on the angular

speed of the rotor throughout the transient mode (after the start); 8,,1((1)7 — rotor angular acceleration de-
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pendence on the angular speed of the rotor during its self-braking mode without the additional inertia mo-
ment; €,,(®w) — rotor angular acceleration dependence on the angular speed of the rotor during its self-

braking mode with the additional inertia moment.
The methodical basis of an offered method is to decide on a system from three equations (2) with three

unknown parameters: M, (o), M, and J. After moving the unknown parameters of system (2) to the left-
hand part, we obtain the following equation:
M, (0)-M,(0)—J e (0)=0
My =J €y (0) =0 3)
_MO(m) —J-gu(0)=J, €, (w).
Having decided on a common second and third equation of a system (3), we obtain the following equa-
tion:
J — Jm . 8b2 (0‘)) ; (4)
€51 ((’)) —€ ((9)
€1 (@) € (w)
€1 ((9) — & ((’))
Value of inertia moment J is averaged in all ranges of the induction motor angular speed. The elec-
tromagnetic moment M, is determined from the first equation of system (3)
e (w)—¢, () €,(m
M‘,[((D):Jm( 3( ) bl( )) b2( ) (6)
g, (w)—¢,,(w)
M (o) is a dynamic electromagnetic moment without a moment of mechanical losses M (). The

My(w)=J, - 6))

complete dynamic moment M (o) is determined from
M (0) = M, (0)+ My (@) = J,, - 2D 8O ™
g, (0)—¢,(m)
The offered method can be applied to the determination of the inertia moment J and moment of me-
chanical losses M, . For this purpose, it is necessary to conduct two experiences of self-braking and to de-

termine the required parameters under the formulas (4)—(5). The offered method enables the determination of
not only the dynamical torque-speed characteristic but other characteristics of the induction motor in a dy-
namic mode of its work [18], including:

— the electromagnetic dynamic mechanical characteristic M, (®) ;

— the electromagnetic moment M () ;

— the dynamic mechanical characteristic M, (®);

— the dynamic moment M ,(7) ;

— the angular speed at the induction motor’s various modes w= f(¢);

— the sliding s = f(¢);

— the rotor inertia moment J ; — the electromagnetic dynamic power P, = (), P, = f(®):

P,=M, o; ®)
— the mechanical dynamic power P, = f(¢), P, = f(®):
B, =F, (1-5); (€))
— the dynamic loss in rotor winds P, = f(¢), P, = f(®):
P=P,s. (10)

Essentially, it enables the expansion of an area to occur using a given method.

To implement this method, an experimental computer-measuring system of the induction motor’s dy-
namical torque-speed characteristics was developed. The appearance of the experimental setup for the com-
puter-measuring system is shown in Figure 1, and the computer-measuring system structural scheme is
shown in Figure 2.
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Induction motor’s rotor (model 4A71A4CY1) with the muff is connected to an angular speed sensor
(model BE-178), the output signal of which is fed to a microcontroller unit. In the experimental setup, it is
possible to fix two additional flywheels on the motor shaft for implementing the proposed method of measur-
ing the inertia moment. The electromagnetic brake, which is shown in Figure 1, is designed to study the start-
ing characteristics of the motor and not for measuring the inertia moment.

1 — angular speed sensor; 2 — electromagnetic brake; 3 — muff; 4 — investigated induction motor;
5 — additional flywheels for measurement the inertia moment

Figure 1. The appearance of the experimental setup for the computer-measuring system
of the induction motor’s dynamical torque-speed characteristics

The microcontroller unit uses a microcontroller manufactured by Microchip Technology Inc. and exter-
nal RAM static memory chips for storing an array of measurement results. Data transfer to a personal com-
puter (PC) is carried out through a USB interface. To convert Universal Synchronous/Asynchronous Receiv-
er/Transmitter (USART) port signals to a USB interface, a Future Technology Devices International (FTDI)
converter is used. The microcontroller provides control of the supply driver in turning the motor on and off.

In the offered computer-measuring system of the induction motor’s dynamical torque-speed characteris-
tics, the dependence of the angular speed of the motor shaft on time is measured with the aid of a digital an-
gular sensor, which provides the formation of 1,000 pulses per revolution of the motor shaft. The time inter-

val between the two output pulses of this sensor corresponds to the rotation of the motor shaft by ¢, =0.36".
The average angular speed over a time interval between two pulses is defined as the ratio of angle ¢, to this
time interval.

| Microcontroller unit

USART -

Personal
-USB Microcontroller

Computer

|
|
|
1 Converter
|
|

Supply Power

< Supply

Driver

Investigated induction motor

Muff

Rotation speed sensor

] \ Additional flywheels

Figure 2. The structural scheme of the computer-measuring system
of the induction motor’s dynamical torque-speed characteristics
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In general, the algorithm of the computer-measuring system of the induction motor’s dynamical torque-
speed characteristics is as follows:
. Formation of a signal to control the supply driver to turn on the motor.
. Measuring the carrying out angular speed dependence on time during the starting of the motor.
. Formation of a signal to control the supply driver to turn off the motor.
. Measuring the carrying out angular speed dependence on time during the motor’s self-braking mode.
. Transfer of measurement results to a PC.
. Attaching an additional flywheel to the motor shaft to measure the moment of inertia.
. Repeat steps 1-5 with the additional flywheel installed.
. Processing of measurement information on a PC.

Figure 3 shows the experimental measurement results of the angular speed dependence on time during
the starting of the motor. Figure 4 shows the experimental measurement results of the angular speed depend-
ence on time during the motor’s self-braking mode.
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Figure 3. Experimental measurement results of the angular speed dependence
on time during the starting of the motor
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Figure 4. Experimental measurement results of the angular speed dependence
on time during the starting of the motor

To determine the dependence of the angular acceleration on time for further calculation of the dynam-
ical torque-speed characteristics, it is necessary to differentiate the dependence of the angular speed on time.
Because the output signal of the sensor has a discrete character, the result of the direct differentiation of the
angular speed dependence on time has a very high error. To reduce this error, it is necessary to average the
results of the angular speed measurements. In our case, a moving average algorithm is used. This algorithm
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is a popular way of measuring approximate results [19]. With digital signal processing, this algorithm is very
effective at suppressing parasitic high-frequency components in the measuring signal. It also does not require
a large number of calculations (such as spline-approximation), which allows it to be used in real time mode.
The digital processing of the angular speed measurement results is carried out as follows [19]. The additive

noise n(k), which has a mathematical expectation E{n(k)}, is added to the angular speed value s. Thus,

the measurement value is described by the following expression:
y(k)=s+n(k), (11
where k£ — the measurement number; y — the measurement value of the angular speed.
To determine the assessment of the signal using the method of least squares with the loss function:

N
V=Y [ytk)-s], (12)
i=1
where N — number of measurements.

.. dV . . .
From the condition e =0, we obtain the following expression for the average value of the measure-
s

ment results:
n 1 &
SN =—>"y(k), (13)
NS

To obtain a recursive variant of the algorithm from expression (13), the previous estimate §(N —1) is
subtracted, as outlined in the following equation:

§(k)=§(k—1)+%[y(k)—§(k—1). (14)

With an increasing value of &, the influence of the individual measurement results on the §(k) de-
creases. If the parameter &, =const is used instead of the parameter £ in expression (14), the effect of all
subsequent measurements will be same, and Expression (14) will take the form

5(0) =3k =1+ [ ) =506~ 1)] = =25k =1+ 300 (15)

(0] (0]

By experimentally selecting the k, parameter’s value, the necessary averaging degree of the series of

measurements is established.

Below are the results of the experimental measurements of the induction motor’s dynamical torque-
speed characteristic (Fig. 5), electromagnetic dynamic moment’s dependence on time (Fig. 6), electromag-
netic dynamic power’s dependence on time (Fig. 7), mechanical dynamic power’s dependence on time
(Fig. 8), and dynamic loss in rotor wind’s dependence on time (Fig. 9). The graphs show the measurement
results in a thin line without using the moving average algorithm, in a thick line using the moving average
algorithm.
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Figure 5. The induction motor’s dynamical torque-speed characteristic measurement result
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Figure 8. The mechanical dynamic power’s Figure 9. The dynamic loss in rotor winds’
dependence on time dependence on time

An experimental version of the computer-measuring system of the induction motor’s dynamical torque-
speed characteristics was developed. With the help of this system, the dynamical torque-speed characteristic,
inertia moment, angular speed’s dependence on time, electromagnetic dynamic moment’s dependence on
time, electromagnetic dynamic power’s dependence on time, mechanical dynamic power’s dependence on
time, and dynamic loss in rotor winds’ dependence on time were measured. The proposed system had the
following basic metrological characteristics:

— Lower limit of angular speed measurement: 3 rad/s;

— Upper limit of angular speed measurement: 370 rad/s;

— Error of angular speed measurement < 1.5 %;

— Lower limit of dynamic moment: 0 Nm;

— Upper limit of dynamic moment: 30 Nm;

— Error of dynamic moment measurement < 2.5 %;

— Lower limit of inertia moment measurement: 0.0004 kg-m?;
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— Upper limit of inertia moment measurement: 0.005 kg-m’;

— Error of inertia moment measurement < 5 %.

The measuring method of the rotor moment of inertia at the use of an additional flywheel and the angu-
lar speed’s dependence on time during the motor self-braking mode were proposed and implemented.

To reduce the error of direct differentiation of the angular speed’s dependence on time a moving aver-
age algorithm was used. This enabled the improvement of the characteristics of the system in comparison
with analogues.
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ACHHXPOH/IBI KO3FAJITKBIIITHIH AHAJIMAJIBI MOMEHTIHIH TMHAMHKAJIBIK
CHUNATTAMAJIAPbIH KOMIIBIOTEPJIiK-0111IeY Kyiieci

Makasiazia aCHHXPOHIbI KO3FaITKBILITAPABIH JKOHE OHBI iCKE achIpy YIIIH KOMITBIOTEPIIK-6JIIIey KyHeciHiH
aifHaIMaJIbl MOMEHTIHIH TUHAMUKAIIBIK CHUITATTAMACHIH aHBIKTAYIBIH THIMII 9JIiCi KapacThIpbULABL. by omic
KOCBIMIIIa MAaXOBHKTI KOJIAHBIM JKOHE OYPBIMITHIK JKbUIIAMIIBIKTEl JHHAMHKAJBIK OJIIICY, 0acTarKpl, OTIelNl
Tporecc asKTaJFaHHaH KeiiH KoHEe aCHHXPOHIBI KO3FAITKBIIITHIH 631H-031 TEXKEY PEKUMIHIE OPBIHAATATHIH
YakbIT (PYHKIHACH PETIHIE KOJMAHBULABL. OJIICYy HOTIDKECIHIC albIHFaH JCPEKTEpIli ammpoKCHMAIHsIay
YLIH KbUDKBIMANbl OpTa anroputMi maimanbiHasl. COHbIMEH KaTtap Oyl JKYHEeHIH KOMEriMeH HHepIHs
MOMEHTI, OYPBIITHIK JKbUIAAMIBIKTBIH YaKbITKa TOYEJIUIIri, dJeKTPMAarHUTTIK AWHAMHKAIBIK MOMEHTTIH,
JNIEKTPMATrHUTTIK JUHAMUKAIBIK KyaTThIH, MEXaHUKAJIBIK JHUHAMUAKAIIBIK KyaTThIH, XKQHE POTOP XKeIAepiHaeri
JMHAMHUKAJIBIK LIBIFBIHIAP/ABIH YaKbITKA TOYeJALTIKTepi emueneni. Makanaia YChIHBUIFAaH KOMITBIOTEPIiK-
enuiey JKyHeciH maiifajaHa OTBIPBIN, ACHMHXPOHABI KO3FAITKBILITHIH CHIATTAMAJIAPBIH IKCIIEPUMEHTTIK
oJIIIIey HOTIDKENEpl KeNTipinreH. ¥CHIHBUIFAH JKyiie SKCICPHMEHTTIK OOJBIN TaOBUIAABI KOHE OJaH opi
oJlapbl OHIIPY MPOIIECiH/IE ACHHXPOH B! KO3FAITKBIIITAPABI ChIHAY YIIIH IMaii/IaiaHbLTybl MYMKIiH.

Kinm C63()€p: KOMHBIOTCpJIiK-GJIHICy KYﬁeCi, JUHAMHKAJIBIK KbLIAaM-XKbUIJaMABIK  CHIIaTTaMachl,
ACUHXPOH/BI KO3FaJITKBIII, KbIJIKBIMAJIbI OpTa aJIFOpPITMi.

B.1O. Kyuepyk, WU.I1. Kypbithuk, E.3. Omanos, [1.1. Kynakos,
A.A. Cemenos, /I.)K. Kapabekona, A.K. XaceHnos

KomnbioTepHo-u3MepuTeIbHAS CHCTEMA THHAMHYECKUX XapaKTePUCTHK
KPYTsilero MOMEHTa aCHHXPOHHOI0 IBUTaTeJIsl

B cratbe paccMoTpeH 3QeKTHBHBIH METO/| ONPEACICHHs] TUHAMUYECKOI XapaKTePUCTUKHU BPAaIIaTEIbHOTO
MOMEHTA aCHHXPOHHBIX JABUTaTeNIeH U KOMIIBIOTEPHO-U3MEPUTENBHON CUCTEMBI IS ero peaau3anuu. B aTom
METO/Ie HCIIOJIb30BAHBl JIONOJHUTENBHBII MAaXOBUK, AMHAMUYECKHE H3MEPEHMS YIJIOBOH CKOPOCTH, Kak
(YHKIMHY BpEeMEHH, BBITIOJHSIIOIETOCS B HaYaje, TAKKe IMOCIe OKOHYAHHS IIEPEXOJHOTO MPOLECca U B PeiKH-
M€ CaMOTOPMOXKEHHUSI aCHHXPOHHOTO JABUrartess. Jjsi annpokcuMaluy JaHHBIX, MOJTYYEHHBIX B pe3yJibTaTe
HU3MEpEeHH, IPUMEHEH AJIMOPUTM CKOJIB3SILEro cpeanero. Kpome Toro, ¢ HoMOIIbIO 3TOH CUCTEMBI U3MEpsi-
FOTCS. MOMEHT MHEPIHH, a TAKKE 3aBUCHMOCTH (OT BPEMEHH) YIIIOBOM CKOPOCTH, JIEKTPOMATHUTHOTO JWHA-
MHUYECKOI0 MOMEHTA, 3JIEKTPOMAarHUTHOW JAMHAMHUYECKON MOIIHOCTH, MEXaHWYECKON IHHAMHUYECKON MoIl-
HOCTH M JMHAMUYECKHX IOTeph B BeTpax poropa. B crarbe mpuBeneHbl pe3yibTaThl YKCIEPUMEHTAIBHBIX
U3MEPEHUH XapaKTEpPUCTHK ACHHXPOHHOTO IBHIATENs C HCIOJIb30BAaHHEM MNPEAJIONKEHHONH KOMIIBIOTEPHO-
U3MEpUTENbHOM cucTeMsl. lIpemioskeHHas cuctema ABIAETCS SKCIEPUMEHTAIBHON U B AAJbHEUIIEM MOXET
OBITH UCIIONIB30BaHA JUIS UCIIBITAHUN aCHHXPOHHBIX JBHraTejel B polecce UX MpOU3BOACTRA.

Kniouesvie cnosa: KOMIBIOTEPHO-UBMEPUTEIIbHAA CUCTEMA, TUHAMUYCCKAasA MOMEHTHO-CKOPOCTHAs XapaKTe-
PUCTHKa, aCHHXpOHHLIﬁ JABUTATECJIb, AJITOPUTM CKOJIB3SAIIECTO.
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Electrohydroimpulse method of extracting bone grease

The extraction of fat is the most important stage of the technological process of production of animal fats. The
task of the study is to ensure the extraction of fat from fat cells of adipose tissue. Therefore, there are various
technological methods that allow to influence the adipose tissue in such a way as to separate the fat contained in
them from the fat cells. Electrohydroimpulse method of extracting bone grease for the production of gelatin was
developed. Electrohydroimpulse method of extracting greese from bone mass, characterized in that the bone
mass is not subjected to mechanical shock. In the mixture, a shock wave is formed, which is created by an
electrohydroimpulse installation. Tests of the experimental electrohydroimpulse installation for the extraction of
greese from the bone mass of cattle were carried out for various bones of cattle. The article shows a diagram of
the crushing host of electrohydroimpulse plants for the extraction of greese from bone mass. In laboratory
studies, the work on degreasing the crushed bone has been done at different values of the capacitor bank
electrohydroimpulse installation, the discharge voltage, the length of the discharge gap on the switching device,
the temperature of the mixture and set effective parameters for optimal degreasing of bone mass.

Keywords: bone greese extraction, crushing unit, electrohydraulic method, switching device, length of
discharge gap.

Introduction

Extraction of bone grease is the most important task of the technological process of edible animal
grease production affecting both the quantitative and qualitative characteristics of the grease processing
method. The grease contained in the bone is a great nutritional value, because of its highly digestibility, and
contains many unsaturated and polyunsaturated fatty acids and lecithin, and its latter is several times more
than in other animal greases.

Regardless of the using final products the technology of processing food bone material firstly provides
bone dehydration. The simplest way to extract grease from bone and bone residue is to heat it at atmospheric
pressure in open boilers. The degreasing process takes place at a temperature of 90—100 °C in an aqueous
medium. Contact with water eliminates the possibility of adsorption of grease on the surface of particles and
reduces its retention in the capillaries of the bone material [1, 2].

The boilers are heated with water or steam through the casing, since direct contact of the hot steam with
the bone promotes the formation of emulsion and increase in the loss of protein substances with the broths.
Removable baskets are provided for the mechanization of loading and unloading raw materials.

The raw material varies depending on the temperature and duration of heating. First of all this refers to
gluten which is formed from collagen, and its hydrolysis, which leads to the depletion of bone collagen.

The soft mode of sweating is caused by the need to preserve the mechanical strength of the tubular bone
as an ornamental material. In addition, high temperature and prolonged contact of grease with heated bone
lead to a deterioration in the organoleptic characteristics of the final product. This explains the moderate
temperature conditions not exceeding 90-100 °C of the bone heating in the open boilers.

Removing grease from the grease source by heating in the open boilers is not completely reached. The
greaves consisting of 30-35 % the mass of raw materials contains up to 20 % grease. Greaves degreased on
special equipment which requires certain material costs. Grease grade decreases during secondary degreasing
of greaves.

As sweating grease in batch apparatus, two thermal methods of obtaining grease are used: dry and wet.
The essence of grease extraction by the dry method lies in the fact that the moisture contained in the grease
raw material evaporates into the atmosphere or is removed under vacuum after unwelding and during the
dehydration process. In this case, the grease contained in the raw material is partially excreted by forming a
two-phase system: dry fatty greaves — grease [3, 4].
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For the final extraction of grease from the greaves we apply pressing or centrifugation. The dry method
is practiced when it is necessary to ensure a high yield of benign grease and greaves, and the taste and smell
of grease are secondary importance. The adipose tissue is in direct contact with hot water or live steam used
to heat the raw materials during the heat treatment process in the wet method of processing fat raw materials.
At the same time, most proteins mainly collagen are welded and hydrolyzed to form gluten (broth). The
grease released from the raw materials is also partially emulsified. As a result of heat treatment the three-
phase system is obtained: grease — greaves — grease.

However this method is quite complex in terms of hardware, and leads to loss of bone collagen during
grease extraction which leads to a decrease in yield and deterioration in the quality of glue and gelatin pro-
duced from skimmed bone. Owing to the duration of the process of draining, grease may acquire the taste
and smell of weakly roasted raw materials. At the dry method of grease draining requires a large consump-
tion of steam, cold water and electricity. Complete and thorough destruction of cells and tissue as a whole is
achieved only when the raw material is heated to temperatures above 100 °C and the quality of fat deterio-
rates sharply in this method. The main disadvantage of dry and wet methods is using equipment of large di-
mensions and metal with a small heat transfer surface, low heat transfer coefficient [5].

A particularly high degree of grease extraction from bone mass is necessary in case of its subsequent
use for the production of photogelatin: the residual grease content in the bone tissue should not exceed 1 %
by weight of the bone, therefore it is necessary to remove at least 95 % of the grease originally contained in
it. A given degree of grease extraction can be achieved by repeatedly passing the bone through
hydromechanical impulse devices, however as long as decrease of the greaset content in the aquatic
environment makes it difficult to allocate. The big disadvantage of the pulse hydromechanical method is the
strong grinding of the bone with rotating hammers. With a single pass through the apparatus about 30 % of
the bone mass is so crushed that it can no longer be used in gelatin production, and with repeated passing the
losses increase to 50 % [6, 7].

In this regard, electrohydroimpulse method of extracting greese from bone mass is developed in the la-
boratory of hydrodynamics and heat exchange of Y.A. Buketov Karaganda State University, differ from the
bone mass that is not subjected to mechanical shock. A shock wave is formed in the mixture which is created
using an electrohydroimpulse installation [8, 9].

Results and discussions

So far, it is not established which of the possible known methods (hydromechanical pulsed, extraction,
etc.) of raw bone degreasing ensures the achievement of the greatest economic effect. An experimental
electrohydroimpulse installation and the working part of the crushing unit were designed and assembled to
study the effect of the underwater spark discharge on crushing and extracting grease from the bone mass and
protein from the bone matrix.

Figure shows the diagram of the crushing unit of an electrohydroimpulse installation for extracting
grease from bone mass. Before carrying out laboratory work it is necessary to prepare the bone mass of
medium fatness. Preliminary preparation of the electrohydroimpulse installation for the performance of work
is carried out when disconnected from the network following the rules of safe operation. A negative
grounded electrode is connected to the body of the crushing and grinding unit by means of a tire, the cross
section of which (for copper) is at least 30 mm’, and the points of direct connection must have a good
contact. After that, the control panel of the electrohydroimpulse installation is grounded. Install protective
fences to prevent accidental contact with the voltage of workers in the workshop.

Tests of an experimental electrohydroimpulse unit for extracting grease from the bone mass of cattle
were carried out for various bones of cattle taken separately in the sausage shop of «Tulpar» JSC in Kara-
ganda. According to the technological estimates of the laboratory of the «Tulpar» JSC workshops, organic
compounds (bones) had a small and medium fatness.

Standard differential thermocouples calibrated by temperature, are mounted in the CGU (crushing and
grinding unit) to determine the temperature of the mixture. Before conducting the experiments, 20 kg of the
bone material obtained after pressing was crushed to the size of 5-10 mm, divided into certain fractions and
weighed on special electronic scales. Then the bone mass was placed in a special container with technical
water and left for 6 hours. After the treatment, the impregnated bones were weighed to determine the mass.
The bone mass connected to water and heated to a temperature of 32—50 °C enters the crushing and grinding
unit through a guide cone receiver. The mass is subjected to the impact of a shock wave arising from a spark
discharge after tightly closing the flap. The intensity of the degreasing process and the possibility of wide

102 BecTHuk KaparaHgmHckoro yHusepcurteTa



Electrohydroimpulse method of extracting bone grease

regulation directly in the course of the process being carried out is achieved by rotating the CGU case rela-
tive to the central electrode. The CGU housing is rotated by a motor with an angular speed of 15 rpm... In
this case, the working electrode is supplied with a specific energy equal to 2.0x10* J/m with a pulse repeti-
tion rate of 5...14 Hz. The defatted bone from the spark gap falls on the discharge conveyor, and the grease
floats up and is further processed through the drainage along with the water. The residual grease content in
the bone is about 1.0—-1.4 % in the process of a single treatment in the installation.

=

o

. ._._._._._._._._._._._t

1 — working capacity; 2 — organic mass; 3 — high voltage double electrode; 4 — negative electrode
Figure. Diagram of the crushing unit of an electrohydroimpulse installation for extracting grease from bone mass

When exposed to a pulse repetition rate of 7 + 15 Hz, shock waves arise in the aquatic environment, and
water penetrating into the bone contributes to the destruction of the structure of the grease source which con-
tains grease displacing it. In this regard, the effect of destruction of the bone structure and the transition of fat
mass in the solution. The frequency range is set on the basis of experimental studies.

The temperature in the range of 32-50 °C allows to destroy the grease and remove from it a valuable
component — fat. At temperatures below 32 °C, part of the grease is retained by the destroyed tissue (pits) as
a result of adsorption and capillarity. The viscosity and surface tension of the grease increase, and the extrac-
tion process slows down.

Studies of the electro-impulse method shows that impulses arising due to the electrohydraulic effect are
sufficient to destroy the bonds that keep fat cells in the tissue.

The impact of the underwater spark discharge on the degree of degreasing was investigated at a voltage
on the switching device of 10 kV; capacitor capacitance 0,1; 0.2; 0.25; 0.4; 0.5 puF. The experiments were
carried out with bones of cattle (Table 1) with the following parameters.

Table 1
The main parameters of bone mass

Bone name Components, %
grease | collagen | other proteins ash water
Spine 20 12 6 25 37
Chest bone 14 9 10 16 51
Pelvic bone 22 13 4 32 29

Bone degreasing occurs under the influence of an underwater spark discharge and cavitation of a gas
bubble, with a high-voltage discharge in water. The degree of extraction depends on the electrical parameters
of the electrohydroimpulse installation and the temperature of the mixture in the crushing and grinding unit.
Tables 2—6 present quantitative data on the effect of capacitor battery capacity on the degree of extracting
grease from bone mass at various values of voltage U, discharge gap length /» at the switching device, and
mixture temperature.
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Table 2

The effect of the capacitance battery of an electrohydroimpulse unit for the degreasing of crushed bone

(at U=10 KV, [, =7 mm, t,;,

=32°C)

Initial data of bone mass dg,.= 10 mm
Bone name % grease before % release of grease after processin,
processing 0.2 uF 0.25 uF 0.4 uF 0.5 uF
Spine 20 12.7 13.3 14.1 14.5
Chest bone 14 8.8 9.0 9.0 8.9
Pelvic bone 22 14.5 15.7 16.1 16.2
Table 3

The effect of the capacitance battery of an electrohydroimpulse unit for the degreasing of crushed bone

(at U=15kV, Ip =7 mm, t,,;,= 32 °C)
Initial data of bone mass dg,.= 10 mm
Bone name % grease before % release of grease after processin,
processing 0.2 uF 0.25 uF 0.4 pF 0.5 uF
Spine 20 14.6 14.6 16.3 16.5
Chest bone 14 9.7 10.0 10.3 10.6
Pelvic bone 22 16.6 17.5 18.2 18.2
Table 4

The effect of the capacitance battery of an electrohydroimpulse unit for the degreasing of crushed bone

(3t U=20 kV lp 7 mm, f,;ix

=32°C)

Bone name

Initial data of bone mass dg,.= 10 mm

% grease before

% release of grease after processin,

processing 0.2 uF 0.25 uF 0.4 pF 0.5 uF
Spine 20 15.0 15.1 17.1 17.2
Chest bone 14 10.2 10.4 11.0 11.3
Pelvic bone 22 17.2 18.0 19.0 18.2

Tabnuuma 5

The effect of the capacitance battery of an electrohydroimpulse unit for the degreasing of crushed bone

(3t U=10 kV lp 7 mm, fy,ix

=32°C)

Initial data of bone mass dj,.= 10 mm

% release of grease after processing

Bone name % grease before
processing 0.2 uF 0.25 uF 0.4 pF 0.5 uF
Spine 20 15.0 15.1 17.1 17.2
Chest bone 14 10.1 10.6 11.2 11.2
Pelvic bone 22 17.4 18.1 19.0 18.1
Table 6

The effect of the capacitance battery of an electrohydroimpulse unit for the degreasing of crushed bone

(at U=25KV, [, =9 mm, £,

=38°C)

Initial data of bone mass dg,.= 10 mm

% release of grease after processin,

Bone name % grease before
processing 0.2 uF 0.25 uF 0.4 pF 0.5 uF
Spine 20 15.3 15.5 17.4 17.2
Chest bone 14 10.4 10.8 114 11.3
Pelvic bone 22 17.8 18.4 19.0 18.7
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Table 7

The effect of the capacitance battery of an electrohydroimpulse unit for the degreasing of crushed bone
(at U=25kV, Ip =10 mm, #,,;,= 42 °C)

Initial data of bone mass dg,.= 10 mm
Bone name % grease before % release of grease after processing
processing 0.2 uF 0.25 uF 0.4 uF 0.5 uF
Spine 20 16.5 16.8 18.1 18.0
Chest bone 14 11.1 11.4 12.0 11.9
Pelvic bone 22 18.3 18.7 19.6 19.4

Table 8

The effect of the capacitance battery of an electrohydroimpulse unit for the degreasing of crushed bone
(at U=25KkV, Ip =12 mm, ¢,,;;= 44 °C)

Initial data of bone mass dj,.= 10 mm
Bone name % grease before % release of grease after processing
processing 0.2 uF 0.25 uF 0.4 pF 0.5 uF
Spine 20 17.0 17.3 18.5 18.4
Chest bone 14 11.7 11.9 12.4 12.3
Pelvic bone 22 19.1 19.3 20.0 19.8

Table 9

The effect of the capacitance battery of an electrohydroimpulse unit for the degreasing of crushed bone
(at U=30 kV, Ip =12 mm, ¢,,;,= 44 °C)

Initial data of bone mass dj,.=10 mm
Bone name % grease before % release of grease after processing
processing 0.2 uF 0.25 uF 0.4 pF 0.5 uF
Spine 20 17.1 17.3 18.6 18.7
Chest bone 14 11.8 12.0 12.4 12.4
Pelvic bone 22 19.5 19.3 20.1 19.9
Conclusion

From the obtained laboratory data it can be seen that the voltage on the switching device should be
U =25 kV, the length of the discharge gap, /» = 12 mm, and the mixture temperature #,,x = 44 °C, the optimal
value of the capaity of capacitor battery is about C = 0.4 pF for maximum greave extraction from the bone
mass. The repetition rate of the discharges was established from experimental data of 7 Hz for optimal defat-
ting of the bone mass.
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Cyijiek MalibIH AJIYyJbIH 3JIEeKTPrUAPOMMITYJIbCTIK dici

Maiiner Geminm axy TaraMABIK Mal MaiapblH ©HIIPYIIH TEXHOIOTHSJIBIK IPOIECIHIH MaHBI3bI CaTHICHI
6ot TaOBLTAAEL. 3epTTEYIiH MiHIETI Mall TIHIHIH XKacylIaJapblHaH MaiIbl aTy/IbI KAMTaMackl3 eTy OOJIbII
tabbutaael. COHIBIKTaH Mall JKacylIajgapblHaH eHiMAI Oelin aly YIIiH Maif TKaHAapbIHa dcep €TeTiH apTypii
TEXHOJIOTHSUIBIK  TOCUIAEp KONJAaHBUTYRl MYMKiH. JKematmH eHAipy YHIIH CyHeKk MaiblH —ayablH
ANEKTPrUAPOUMITYIIBCTIK dici a3ipienni. Cyliek MaccachlHaH Mail amyAblH AJIEKTPTUAPOUMITYIbCTIK SAici
CYHieK  MaccachlHBIH  MEXaHMKAJIBIK  COKKbICBIHA  YIIbIpamMayblMeH  epekuiesieHeni.  Kocnana
UEKTPTUIPOUMITYJIbCTI KOHIBIPFBIMEH KaJIBINTACAThIH COKKbI TOJIKBIHBI Maipa OGonansl. Ipi Kapa MaibiH
Cyiiek MaccachlHaH Mail ainy OOMBIHIIA TOHKIPUOENIK IMEKTPTUAPOUMITYIILCTIK KOHIBIPFBIHBI ChIHAY ipi Kapa
MaJBIH TYpJ CyHekrepi ymiH oOkyprisinmi. Makamaga cydek MaccachlHaH = Maif  amy  yIIiH
JNEKTPTUIPOUMITYIBCTI  KOHJBIPFBIHBIH ~YHTAKTay TOPAOBIHBIH CXEMachl KENTIPIIreH. 3epTXaHalbIK
3epTTeyaep Ke3iHJe SICKTPTUIPOUMITYIbCTI KOHIBIPFBIHBIH KOHAEHCATOp OaTapesichl CHIMBIMABLIBIFBIHEIH,
pa3ps KepHeyl MOHIEpiHIH, KOMMYTAIMSUIBIK KYPBUIFBIIAFBl Pa3psii apajbIKTHIH Y3BIHIBIFBIHBIH, KOCIIA
TEMIIEpaTypachIHbIH PTYPJi MOHIEPIHJAE YCAKTANIFaH CYHEKTI MaiChI3laHABIPY >KYMBICTAphl OPBIHIANBII,
Cy#ek MaccachlH OHTAMIIbI MAChI3AaHABIPY YIIIH THIM/II TapaMeTpiiep TaralblHIa/IbL.

Kinm ce30ep: cyliek MailblH ally, yCaKkTay TOpaObl, 3JIE€KTPTrHAPABIHKAIBIK d/iC, KOMMYTaLMsIIBIK KYPBUIFHI,
paspsiz apanbIFbIHBIH Y3bIHIBIFBI.

b.P. Hycyn6exkos, I'.T. Kapr6aesa, M. Ctoes,
A K. Xacenos, /I.)K. Kapabekosa, A.K. Mypartoa

3J'leKTp0Fl/II[pOl/IMl'Iy.]1]>CHBIﬁ METOA U3BJICYCHUA KOCTHOI'0 KUPa

W3BnedeHnue xupa ABIAETCS BaXKHEHIIEW CTaguedl TEXHOJOTMYECKOTo IMpoLecca MPOMU3BOJCTBA IMUILEBBIX
JKMBOTHBIX JKHUPOB. 3a7aua UCCIIEA0BAHNS 3aKII09AeTCsl B 00ECIEUEHNN U3BICUEHUS JKUPa U3 )KUPOBBIX KIIe-
TOK JKHPOBON TKaHHU. [103TOMy BO3MOXHBI Pa3IMUIHBIE TEXHOJIOTHUECKUE TPUEMBI, TO3BOJISIONINE BO3JIEHCT-
BOBAaTh Ha JKUPOBYIO TKaHb TaKUM 00pa3oM, YTOOBI BBIIEIHUTH M3 JKHPOBBIX KIETOK COAEPXKAIIMIICS B HHUX
xwup. Pa3spaboTaH 371eKTpOrHIpONMITYIIECHBIN METOJ M3BJIECUEHHS KOCTHOTO JKHpa Ul IPOM3BOJACTBA Kella-
THHA KOTOPBIN OTJIMYAETCsl TEM, YTO KOCTHBIE MacChl HE ITOJ[BEPraroTCsl MEXaHNUECKUM yrapaM. B cmecn 06-
pasyeTcs ylnapHas BOJIHA, KOTOpPas CO3JAeTCs ¢ IOMOLIBIO AJIEKTPOrUAPOUMITYIbCHON ycTaHOBKU. McnbITa-
HHS 9KCTIEPUMEHTAIBbHON 3JIEKTPOTUAPOUMITYIbCHOI YCTAaHOBKM IO M3BJIECUEHMIO KUpPA U3 KOCTHON MAaCCHI
KPYTHOTO POraToro CKOTa MPOBOIMINCH [UIS Pa3IMYHBIX KOCTEll KPYITHOTO poratoro ckora. B cratse npuse-
JIeHa cXeMa JPOOUIIBHOTO y37a 3JIeKTPOrHAPOUMITYIECHOW YCTAHOBKM JUIS M3BJICUEHMS XKHMPAa M3 KOCTHOU
Mmacchl. [Ipu 1abopaTopHBIX HCCIIEI0BAaHUSIX BBITOJIHEHBI paOOTHI MO 00E3KUPHBAHUIO N3METBYEHHOH KOCTH
NpH Pa3IMYHBIX 3HAYEHMUSIX EMKOCTH KOHJEHCATOPHOW Oaraper 31eKTPOrHApPOMMITYJIBCHON YCTaHOBKH,
3HAYCHUM HANpsKCHUS paspaja, JUIMHBL PaspsIHOrO IPOMEXYTKa Ha KOMMYTHPYIOLIEM YCTPOUCTBE,
TEeMIIepaTypbl CMECH M YCTaHOBIEHBI A(QeKTHBHBIE mapaMeTpsl U ONTHMAJIBHOTO 00E3’KHMPHBAHUS
KOCTHOU MacCBbl.

Knrouegvie crosa: M3BIeUeHUs KOCTHOTO KHPA, NPOOMIBHBIN y3€ll, SNeKTPOrHAPABIMYCCKUA METO, KOMMY-
THPYIOLLEE YCTPOHCTBO, JUIMHA Pa3PsIHOTO IPOMEXYTKA.
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The study of the aerodynamic coefficients of rotating cylinders

In the course of the research, the theoretical knowledge on the aerodynamic characteristics of coiled cylinders
in rotary motion was reviewed and the cylinders in circular motion on the working part of the acrodynamic
pipe were studied. During the studying the dependence of the aerodynamic characteristics of rotating motion
cylinders on the distance change, several cases of rotation of the cylinders were considered. When the
direction of rotation of the cylinders changes, it is determined that frictional coefficient and the lifting force
coefficient are changed. At the same time, the distance at which the aerodynamic parameters will have the
highest value is determined. The rotation of rotating moving cylinders is determined by the aerodynamic
pumps of the cylinders in the horizontal direction of the airflow due to the air velocity, the number of
cylinders and the distance between the two cylinders. An increase in the velocity of the airflow is determined
by the reduction of the coefficient of the friction coefficient and the lifting force of the cylinders in rotary
motion; The aerodynamic characteristics of the coiled cylinders were first detected to increase the distance
between the cylinders and reach them at a later distance. The aerodynamic characteristics of the cylinders
with diameters 10 cm in diameter, that is the rotary motion, is determined by the maximum value with the
coefficient of lifting force and the frontal impedance coefficient. These results are useful for us in practice, as
these results can be used in smaller wind speed engines. In the local economy, the use of local wind power is
a convenient, affordable, and environmentally friendly, with a minimal wind speed engine focused on
reducing the deficit of electricity, which is one of the key issues in rural areas.

Keywords: rotary cylinders, magnus effect, angular barrier and lifting coefficients, Reynolds number.

Introduction

The main technical policy of the state for the further development of the energy sector is the launch of
alternative energy sources. Kazakhstan is one of the countries with the alternative energy sources, such as
water, wind, and solar energy. However, in addition to partial hydroenergy use, these alternative sources of
power are not activated in the country. One of the main reasons for this is the fact that the country has a large
concentration of energy resources.

Electricity can be divided into two: traditional and non-traditional. The most important source of
traditional energy is coal, natural gas, peat and uranium. At first, the energy they have is coming from, but it
is still an inexhaustible source of energy.

It's called irreversible because every year, only a small amount of solar energy becomes the energy of
irreparable sources, and how many millions of years it takes to make a small amount of coal, ore, gas and
uranium recovered. And non-traditional power sources include wind, water, solar energy, and so on. The use
of renewable energy sources in energy consumption does not affect the overall heat balance here and does
not lead to global warming. The energy coming from the ground and leaving the ground does not change.
We take energy from the use of the newest generation of wind energy within this unhealthy electricity
source. The first value of these sources of energy is that they do not harm nature. Renewable energy sources
regularly replenish their energy and reaches millions of years until the wind reaches them. This is their
second preferential.

The main importance of this research is to investigate the aerodynamic characteristics of the crank-
shafts’ cylinders on the increase of power generation capacities of low-speed air flow motors. The wind
speeds up to 4-5 m/s in Karaganda. So far, low wind speed engines were identified with two shaft and three
swing motors based on the Magnus effect. However, the electricity generated by them can not fully compen-
sate for losses [1-5]. Therefore, in order to reduce the flow of these motor drives, we need to consider the
mutually advantageous location of the blades, in particular the cylinders, which are their main mechanisms.
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Using our rotary motion cylinders, we set ourselves a goal to study how changes in their aerodynamic pa-
rameters affect the flow velocity, the number of cylinders, and the cylinder axes.

The main purpose of this research is to determine the effective location of the cylindrical blades, which
relates to the basic elements of the wind turbines based on the Magnus Effect at low wind velocity and their
dependence on other variables.

Methods of research

Research works at the aerodynamic pipeline are cheap and reliable. Therefore, the study of the
aerodynamic patterns of the thing in the cylindrical form was carried out on the simple T-I-M aerodynamic
pipe, located in the Aerodynamic measurement laboratory of the Department of Engineering Thermophysics
named after professor Zh.S. Akylbayev. The aerodynamic pipe which is tested is an aerodynamic pipe with
an open working zone in the closed circuit.

The coiled cylinders are located horizontally in the direction of air flow into the working part of the
aerodynamic tube. For the study of the aerodynamic characteristics, lengths 31 cm are taken from 10 cm in
diameter from two cylinders 3 and secured to bearing by means of the shaft 3. A roller bearing is fitted to the
rotary motion of the cylinder to prevent obstacle of friction force.

The cylinders are rotated by means of the electromotor 5. In order to increase the rotation of the
electromotor valve, it connects to the laboratory autotransformer with connecting wires. The rotary motion of
one cylinder is supplied to the second cylinder by the belt pulleys 2 and the belt. Image of this mechanism is
shown in Figure 1.

Figure 1. Figure of the workpiece video clip attached to the cylinders attached to the arrodynamic pipe

It is observed how the aerodynamic parameters of the cylinders change depending on the flow velocity,
the rotation number and the distance between the two cylinders when the cylinders in the rotating motion are
flowing horizontally. The results obtained from the experiments are as follows.

Results of research

Reduction of aerodynamic coefficients in speed of flowing air in a horizontal direction of cylinders with
rotary motion is revealed in experiment.

The dependence of the barrier coefficient from the velocity of the airflow, i.e. the Reynolds number, is
shown in Figure 2.
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Figure 2. A graph of the Reynolds number dependence of the frontal barrier coefficient of cylinders
with a diameter of 10 cm and 5 cm with a rotating moving distance when the engine is 120 V

As you can see from the dependence, the coefficient of frictional resistance decreases as the value of
Reynolds increases. If we recall the formula for the calculation of the coefficient of the angle barrier, then we
see that the angle barrier is inversely proportional to the square of the velocity. In the equation, along with
the velocity, the force of the angle barrier directly proportional to the coefficient varies. But its change is less
than the square of speed. Therefore, the angular barrier coefficient decreases when the velocity of air flow
increases.

Figure 3 illustrates the dependence of the lifting force coefficient of the cylinders with a diameter of
10 cm in distance of 5 cm in the constant rotation of the cylinder.
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Figure 3. Dependence of lifting force on the Reynold number

As shown by the dependence on Figure 3, the lifting force of the double cylinders in rotating motion
decreases as the number of Rheinolds increases. Because the lifting force is inversely proportional to the
quadratic air velocity corresponds to the equation, and the Reynolds ratio is directly proportional to the
velocity of the airflow, the lifting factor is proportional to the value of the Reynolds. Therefore, when the
speed of the air flowing in the rotating motion of the cylinders in the orbital direction increases, the lifting
force coefficient decreases.

The dependence of the friction coefficient of the rotating motion cylinders on the number of rotation of
the cylinders is shown in Figure 4.
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Figure 4. The dependence of the obstacle impedance on the number of rotations

As shown by the dependence, the angular barrier coefficient of rotating-acting cylinders with 10 cm in
diameters 5 cm in distance horizontally oriented to the air flow varies directly proportionally to the number
of rotation of the cylinders, i.e. the angle barrier coefficient increases as the number of rotations increases.
The reason can be explained this way from a scientific point of view. At the back of the cylinders, the vortex
area emerges when the air flows into the cylinder. Under the influence of these vortices, the pressure behind
the cylinder decreases, the air rarely. When the rotating motion of the cylinder moves, the associated flow on
the surface of the cylinder obstructs the movement of the incoming particles and starts to move them to the
front surface of the cylinder. The air flows to the front of the cylinder under the influence of the direct flow.
The energy of sealed air particles is greater than the energy of the absorbed air. As the number of cylinders
revolves increasing, the compression of air particles on the front surface increases to a certain extent. This
leads to the increased resistance of the cylinders. Therefore, when the number of rotation of the cylinders
increases, the correlation coefficient also increases.

The following Figure 5 depicts the dependence of the cylinder rotation factor on the lifting force
coefficient of rotating moving cylinders with a distence of 5 cm and a diameter of 10 cm, horizontally
positioned to the direction of the air flow of 7 m/s.
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Figure 5. Graphs of dependence of the lifting force coefficient of cylinders with 10 cm
in diameter of 10 cm with diameter of 5 cm with a velocity of 7 m/s
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As you can see from Figure 5, the lifting force of the cylinders in rotary motion is decreasing with the
increase in the number of cylinders. The reason for this is scientifically explained as follows. When the flow
of rotating moving things flows horizontally, the magnesium effect is applied vertically to the cylinders, i.e.
the reduced pressure zone is formed at the opposite direction to the air flow from the adjacent stream of the
rotating cylinder on the surface of the rotating cylinder, and the associated flow to the upstream where there
is an overpressure zone.

As a result, the cylinders move to the lower zone under the influence of forces in the high pressure
zone. As the turnover increases, the force that affects the cylinders decreases in the reduced pressure zone
and increases in the high pressure zone. Accordingly, the lifting force of the cylinders in the rotating motion
increases. That is why the lifting force factor increases when the number of rotating cylinders increases.

Conclusion

The values obtained from the experiments can make a great contribution to increasing the power of the
electric motors produced at low wind speeds. The results from the study of changes in the aerodynamic
characteristics of the cylinders, especially between the cylinders that are blended, allow us to determine the
effective location of the rotary cylinders, which are the main elements of the motor. The effective range of
the spindle blades, that is, the cylinders, produces and consumes more electricity than the wind energy uses
less energy. And with low cost and more energy-efficient engines, it is a good solution to reduce energy
deficit in rural areas, far from central power plants.

This work was supported by project AP05131520.
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AHHAJIMAJIbI KO3FAJBICTAarbl HMJIHHAPJICPAIH a3POAMHAMHUKAJBIK
K03 (pPpUIHMEHTTEePiH 3epTTEy

Maxkanazna opeiHiay 6apbICHIHIA aifHAIMAIIBI KO3FaJIbICTaFbl KOCAKTaFaH IIMINHPIEPIH adpOoIHAMUKAIIBIK
CHIaTTaMalapbl Typajbl TEOpHUsIapFa LIOJY JKacalblll, alblHFAH TEOPHSUIBIK OlmiMzepre cyiieHe OTBIpHIN,
A3POJMHAMUKAJIBIK KYOBIPABIH >KYMBICTHIK OeJIirinae aifHaIManbl KO3FajbICTaFbl KOCAKTaJIFaH IMJIMHIPIED
3epTTeni. AHHaIMaIIbl KO3FaIbICTaFbl KOCAKTAIFAH LIMIMHAPIICPIIH a9pOANHAMUKAIIBIK CHIIATTaMaIapbIHBIH
apaKalbIKTHIKTBIH ©3repiCIHeH TOYCIIUIrIH 3epTTereHie UWMIMHAPIEPAiH aifHany OarbITTapbIHbIH OipHelre
JKaFalbl KapacTeIpbUIAsl. LmmnHapiepaiy alfHamy GarbIThl ©3repreHe ONapAblH MaHAAMIBIK Kelepri MeH
KOTepy KyIIi KOI(OUIMEHTTEPiHIH ©3repeTiHiri aHblKTamabl. COHBIMEH Karap a’poAWHAMHKAIBIK
rapaMeTpiep €H YJIKeH MoHre ue OOoNaThIH apaKaIUBIKTBIK Oenrimi Oosmbl. AWHaIManbl KO3FalIaThIH
KOCaKTaJFaH IWIMHIApPJIEpAl aya aFrblHBl  KeJIAEHEeH OarblTTa akKaH Ke3Jleri IWIMHIAPIEPIiH
a3pOJMHAMUKAJIBIK CHUIIATTAMAalapbIHbIH aya KbLIAAMIbIFbIHA, LWIMHIPJICPIIH aifHally CaHbIHA JKOHE €Ki
LWINHAP/IH apachIHAAFbl KAIIBIKTBIKKA OalJIaHBICTBI ©3repici aHBIKTANIbl. Aya aFbIHBIH JKbUIIAMJIBIFbI
apTKaHaa aifHaJIMalbl KO3FAJIbICTarbl KOCAKTAIFaH LMIMHIPJIEPAIH MaHAAMIbIK Kelepri MeH KeTepy Kylui
K02(hGUIHEHTEPIHIH  a3asThIHABIFBl  aHBIKTANAbl. KocakTanfaH LUIMHAPIACPAIH  adpOAMHAMHKAJIBIK
CHUIIaTTaMallapbIHbIH, AIABIMCH, HMIMHAPICPAIH apaKallbIKTBIFEl Oenriai Oip MoHTe JKeTKeHTe JIeHiH eci,
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OJaH KeiliHIi apakalubIKTHIKTapJa KaWTagaH KEeMUTIHAIrT aHBIKTaIIbl. AWHaIMallbl KO3FAIIBIC )KAaCAaWTBIH,
nuametpiepi 10 cM KocakTalFaH IMIMHAPIEPIIH a’pOIUHAMHKAIBIK CHUIIaTTaMallapbl, SIFHH KOTepy Kyl
KOHE MaHAAMIBIK Kenepri koadGHUIMeHTTepl eH YIKeH MOH KaObUIIAWThIH apaKallbIKThIK aHBIKTAJIBL. by
HOTIDKeNep Toxipubene KoimaHyra Haijaisl OOJbBIN caHaiaibl, ce6ebi oiapisl a3 skell JKbUINAMIIBIFBIHAA
JKYMBIC ICTEHTIH KEJIKO3FaITKBIIITAPbIH/A KONAaHyFa 001a1bl. AJl a3 XKeJ JKbUIIAM/IBIFbIH/A )KYMBIC iCTEHTIH
JKETKO3FANITKBIIIBIH ayBUIABIK JKepJIepAeri HISMIIMEreH Herisri Mocesenepiid Oipi Ooibinm ecenteneTin
9NICKTP DSHEPTUSHBIH TaNIUbUIBIH a3aiiTy OGarbIThIHAA JKEPriTiKTI IIAPYaIUbUIBIKTA KOJJIaHY BIHFAHIIbI,
COHBIMEH KaTap 3KOJIOTHUSIIBIK SKaFbIHAH THIMI1 OOJIBIT TaObLIaIbI.

Kinm  ce30ep: aiiHaiimManbl umiuHApiep, MarHyc THIMALNC, KeTepy Kyl JKOHE MaHIaHIIbIK
k03¢ duireHTTepi, PeliHonbac caHsl.

H.K. Tanamesa, A.H. [ltocembaeBa, b.P. Hycyn6ekos,
JI.JI. Munbkos, JK.I'. Hypranuesa, K.K. Canenosa

HccaenoBanue AAPOANHAMHNIECCKHUX KOE)(I)(l)I/IIIl/IeHTOB Bpamarnmuxcs MUWJINHAPOB

ITpoBenen 0030p TEOPETHUECKUX 3HAHUI 00 a3POJMHAMUUYECKUX XapAKTEPHCTHKAX CHMPATbHBIX LIHIMHAPOB
TP BPAIATEIbHOM JBMXKEHHU U W3y4eHBI IIUIMHIPHI IPU KPYTOBOM JIBIKEHHM Ha pabouel yacT a’spoju-
HaMH4yecKkoi TpyObl. B Xoze mccienoBaHus pacCMOTPEHBI 3aBUCUMOCTH a3pOJIHHAMUYECKHX XapaKTEPUCTUK
IUIMHIPOB BPAIATENbHOTO JBIKEHHS OT U3MEHEHHs paccTosHMs. [Ipu M3MeHEeHUN HalpaBIeHHs BPaAILCHUS
IIIMHAPOB OIIPEAENsIeTCs] H3MEeHEeHNe K03((UIUEHTOB TPEHUS U TObeMHON crutbl. OmnpeeneHsl paccTos-
HUSI, HA KOTOPBIX adpOJUMHAMUYECKHE ITapaMeTphl MMEI0T HanOoibllee 3HadeHHe. Bpamenne aBHKymmxcs
LWIXHIPOB OIpEAEIAETCS a’pOJUHAMUYECKUMHU HACOCAMU LMIMHAPOB B TOPU3OHTAIBHOM HAlpaBICHUU
BO3/yIIHOTO IIOTOKA 3a CYET CKOPOCTU BO3JyXa, KOJIMYECTBA LIMIMHAPOB U PACCTOSHUSA MEKAY ABYyMs LU-
JIUHJApaMH. YBEINUCHHE CKOPOCTH BO3JYIIHOTO ITOTOKA ONPENENIeTCs YMEHBIICHHEM Kod(QQHIeHTa Tpe-
HHS Y MOJBEMHON CHJIBI LMJIMHAPOB MPHU BpAIaTEIbHOM IBHKEHHHU; a3POJNHAMUYECKHE XapaKTEPUCTUKH
CMUPANIBHBIX HUIMHAPOB OBUIH BIIEpBBIE OOHAPYMKEHBI JUIS YBEIMUYEHHS PACCTOSHUS MEXKAY LUIMHAPAMU H
JOCTIDKEHUS] UX Ha Oojiee MO3[HEM PacCTOSHUHU. A3pOJMHAMUYECKUE XapaKTEPUCTUKH IMIMHIPOB AUAMET-
pom 10 cM, T.e. BpallaTeNbHOE ABMKEHHE, ONPEIEIAIOTCS MAaKCUMAIbHBIMU 3HAYCHUAMH KO3 (UINECHTOB
TIOJJEEMHOH CHJIBI M JIOOOBOTO CONPOTHBIEHHS. JTH PEe3yJIbTAaTHI OJIE3HbI HA NIPAKTHKE, TaK KaK OHU MOTYT
OBITH MCIIOJTB30BAHBI IS pa3pabOTKH ABUraTeliel, paboTalomMX IPH MEHbIIeH CKOpoCTH BeTpa. B MecTHOIT
SKOHOMHKE HCIIOJIb30BaHUE BETPOIHEPIETHKU SIBISCTCS yHOOHBIM, JOCTYIMHBIM M SKOJOTHYECKH UHCTHIM
C1Ioco0OM IOJTydeHUs SHEPTUH. [IBUTraTenb OPHEHTHPOBAH Ha CHIKEHHE Je(hUINTA dIIEKTPOIHEPTHH, UTO SB-
JsIeTCS OJHUM U3 aKTyaJdbHBIX BOIPOCOB B CEIbCKON MECTHOCTH.

Knioueswie cnosa: Bpamiatomuecs: TUIHHAPLL, 3 dext Marnyca, ko3pduireHTs 1000BOr0 CONPOTHBICHUS U
MOJABEMHOM CHJIBL, YHuCIIO PeliHombca.
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